a2 United States Patent

US009430793B2

10) Patent No.: US 9,430,793 B2

Murakami 45) Date of Patent: Aug. 30,2016
(54) DICTIONARY GENERATION DEVICE, USPC ittt eveees 704/9, 10
DICTIONARY GENERATION METHOD, See application file for complete search history.
DICTIONARY GENERATION PROGRAM
AND COMPUTER-READABLE RECORDING (56) References Cited
MEDIUM STORING SAME PROGRAM
(71)  Applicant: RAKUTEN, INC., Shinagawa-ku, U.S. PATENT DOCUMENTS
Tokyo (JP) 5,794,050 A * 8/1998 Dahlgren ......... GOGF 17/271
(72) Inventor: Koji Murakami, Shinagawa-ku (JP) . 707/E17.074
6,260,008 B1* 7/2001 Sanfilippo ............. GOG6F 17/274
(73) Assignee: Rakuten, Inc., Tokyo (IP) 704/9
(*) Notice: Subject to any disclaimer, the term of this (Continued)
patent is extended or adjusted under 35
U.S.C. 154(b) by 274 days. FOREIGN PATENT DOCUMENTS
(21) Appl. No.: 14/371,030 P 2007-264747 A 10/2007
. Jp 4828653 Bl 9/2011
(22) PCTFiled:  Feb. 15, 2013 WO 2005/041099 Al 5/2005
(86) PCT No.: PCT/JP2013/053695
OTHER PUBLICATIONS
§ 371 (c)(1), English Translation of International Preliminary Report on Patent-
(2) Date: Jul. 8, 2014 ability dated Aug. 28, 2014 issued in Application No. PCT/JP2013/
053695.
(87) PCT Pub. No.: WO02013/122205 (Continued)
PCT Pub. Date: Aug. 22, 2013
(65) Prior Publication Data Primary Examiner — Edgar Guerra-Erazo
US 2015/0012264 Al Jan. 8, 2015 (74) Attorney, Agent, or Firm — Sughrue Mion, PLLC
Related U.S. Application Data (57) ABSTRACT
(60) Provisional application No. 61/598,976, filed on Feb. A dictionary generation device according to one embodi-
15, 2012. ment includes a determination unit configured to (A) refer to
an item database that stores a plurality of records containing
(51) Imt. CL an item name/item description including a noun sequence,
p 2 q
G06Q 30/06 (2012.01) an item category, and a shop selling the item as fields and
G060 10/10 (2012.01) determine whether the noun sequence included in the item
(Continued) name/item description of each record is set corresponding to
the item category, (B) count the number of selling shops in
(52) US.CL a record containing the noun sequence for each item cat-
2 q
CPC ... G06Q 30/0623 (2013.01); GO6F 17/2735 egory and calculate a shop intensity of each noun sequence
(2013.01); GOGF 17/2755 (2013.01); GO6F based on the counted number of selling shops, (C) determine
17/30598 (2013.01); G0O6Q 10/10 (2013.01) whether one item category uniquely derived from the noun
(58) Field of Classification Search sequence exists based on the shop intensity for each item

CPC ... GOGF 17/28; GOG6F 17/2775; GOGF
17/2735; GOG6F 17/21; GOG6F 17/30734;

GOGF 17/218; GOGF 17/2205; GOGF 17/2276;
GOGF 17/30312; G06Q 30/02; G06Q 30/0278

category, and (D) determine the noun sequence as a defini-
tive category word when the one item category exists.

19 Claims, 22 Drawing Sheets

TNFORMATION

SPECIFY MINOR CATEGORY [N]
BASED ON ITEM 8281
CORRESPONDING TC CANDIDATE WORD)

CALCULATE OVERLAP DEGREE FOR S262
[ONE ITEM IN ONE MINCR CATEGORY [N]

YES

OVERLAD 5263\
DEGREEIS THRESHOLD
QR MORE?,

[ WMAINTAIN CANDIDATE WORD 5284

- §285

PROCESSING
18 DONE FOR EACH ITEM IN
ACH MlNO[b;RpCATEGGRV

RECOGNIZE CANDIDATE WORE

~— 5280
AT ! -
A9 DEFINTIVE CATEGORY WC% MAKE DETERMINATION BASED ON

-t OVERLAP DEGREE IN IMMEDIATELY

{GENERATE DICTIONARY INFORMATION BY ACQUIRING | | LOWER HIERARCHICAL LEVEL FOR
CORRESPONDING SHOP 1D OR SHOP CATEGORY EACH OF MAJOR CATEGORYéN} AND
AND STORE THE DICTIGNARY INFORMATION MINOR CATEGORY&P‘#AND REGISTER

l INTO D!CT[ONAIRY DATABASE DICTIONARY INFORMATION

END



US 9,430,793 B2

Page 2
(51) Int.CL 2003/0061028 Al*  3/2003 Dey .oocoooroirn. GOG6F 17/30017
704/9
GOGF 1727 (2006.01) 2003/0084066 Al*  5/2003 Waterman ........ GOG6F 17/30707
GO6F 17/30 (2006.01) 2003/0217335 Al* 11/2003 Chung ............... GOG6F 17/2785
715/206
(56) References Cited 2004/0054672 Al*  3/2004 Tsuchitani ....... GOGF 17/30864
2004/0153311 AL* 82004 Litl w.ooooovvrrerrereee GOGF 17/2735
U.S. PATENT DOCUMENTS : 704/10
2005/0165600 Al*  7/2005 Kastavi ............. GOG6F 17/2211
. 704/9
6,446,061 B1*  9/2002 Doerre ... GOGE %@%é 2005/0198026 Al*  9/2005 Dehlinger .......... GOGF 17/2881
687174 BL* 32005 Dolan GOGE 17/30684 2006/0074632 Al*  4/2006 Nanavati ............. GOGF 17/2785
AR BT A O e 704/9
704/9
. . 2006/0155693 Al*  7/2006 Chowdhury ... GOGF 17/30675
7,526,425 B2*  4/2009 Marchisio ........ GOGE 17/37%647/; 2007/0106499 Al*  5/2007 Dahlgren ......... GOGF 17/30401
. . 704/10
7,676,462 B2*  3/2010 Kirdand ....c...... G(;gl;/é;/;ggg 2010/0076979 Al*  3/2010 Wang ....c......... GOGF 17/30864
» ' 707/740
7,752,196 B2¥ 712010 Rogers v GOGE %%?2 2012/0143598 Al 6/2012 Bandara
7,752,243 B2*  7/2010 Hoeber ............... GOGF 17/3064 OTHER PUBLICATIONS
707/706
8,126,890 B2* 2/2012 Bobick ............. GO6F 17/30731 International Search Report of PCT/JP2013/053695, dated Apr. 9,
704/9 2013.
2002/0059289 Al*  5/2002 Wenegrat ........ GOG6F 17/30734

2003/0018626 Al*  1/2003 Kay .......c.c.... G06Q 20/102 * cited by examiner



US 9,430,793 B2

Sheet 1 of 22

Aug. 30, 2016

U.S. Patent

TYNENYAL ST

Sl Loy
ToRIMHAL TYNINGEL
AOHS A0OHS

AN

ng

TYNINGEL W60

ng-—
TYNINHZL g38n
s=ned s O
ng— |
08—
, "

E
A5VEYivQa

ARYNOILLG

T
e

e e
ASYEYIYO WAL

e T
o vy

T
ABVEYIVT JOHS

T
if:filfigixh..v.ll\\

SHSYHYIVU

g e e e o e

YA

HAAMHS
NOlLLYHINID
AYNOLLDIG

oL




US 9,430,793 B2

Sheet 2 of 22

Aug. 30, 2016

U.S. Patent

pOOS
e00%
SHONY IddY 3N0OH 38 dOHS £00%
SAOND aY JOHS 1005
0 dOHS SSEHAOY AHODEIYD JOHS FWYN dOHS H dOHS
A

-
L

P




US 9,430,793 B2

Sheet 3 of 22

Aug. 30, 2016

U.S. Patent

DNIddIHS H30d

SUNING LI0S<UO0d| .- 00ZLA o A, ZolL 2008
L DNIddIHS 3T
FHOOHS ‘380004 008Y* SRR Lo
«e PO0L
e N SNIDIHS TIu
NHOOHS ‘IHYS<G00 00ZLk {Sy S LA £00L L00S
“ ONIddIHS T84
NHOOHS ‘3YS<Q004 * 000L% G e Z004
n ,n ONIddIHE T34
NHOCHS ‘BMY8<Q004 000Gk o IS LOOL
MO0LS 40
AODEIVO WAL [T v as| TN wall Ete 1150 FNYN WL CUAELE | O JOHS

¢é




U.S. Patent Aug. 30, 2016 Sheet 4 of 22 US 9,430,793 B2

DEFINITIVE _
CATEGORY Worp | | TEM CATEGORY
SAKE AA FOOD>SAKE, SHOCHU ‘/ 29
BEER BRE FOOD>BEER, WINES|

AND SPIRITS




U.S. Patent

Aug. 30,2016 Sheet 5 of 22 US 9,430,793 B2

:r"»r"' Ji Q

DICTIONARY GENERATION SERVER

~101 ¢

CPRU

—102

J

MAIN STORAGE UNIT

103

AUXILIARY BTORAGE
UNIT

~104

COMMURNICATION
CONTROL UNIT

~— 105

INPUT DEVICE

108

CUTRUT DEVICE




U.S. Patent Aug. 30, 2016 Sheet 6 of 22 US 9,430,793 B2

10
DICTIONARY GENERATION
SERVER
e ~- 11
. e
J— v 12
w’ - >
e
¥ 138
DETERMINATION UNIT
T ¥ —14
R
23— DICTIONARY f’i REGISTRATION UNIT
DATABASE j




U.S. Patent Aug. 30, 2016 Sheet 7 of 22 US 9,430,793 B2

Fig.7

{ START

EXTRACT NOUN SEQUENCES | o4,
FROM ITEM INFORMATION

CALCULATE STATISTICS g0
FOR EACH OF NOUN SEQUENCES

Rigwon
s

PERFORM FILTERING | 513
ON ONE NOUN SEQUENCE

/l\ —~—S514 4 or MORE

— NUMBER OF EAA
ETEM CATEGORIES LEFT oo
BY FILTERING? "

RECOGNIZE NOUN SEQUENCE 515
AS DEFINITIVE CATEGORY WORD

STORE DICTIONARY INFORMATION S8
INTO DICTIONARY DATABASE

3
RE

e S1Y
NG PROCESSING
e 18 DONE FOR ALL NOUN ":>

s \\s\mfam% ?

TTYES

{\ END



U.S. Patent Aug. 30, 2016 Sheet 8§ of 22 US 9,430,793 B2

~P1

DICTIONARY GENERATION
PROGRAM

~P10

MAIN MODULE

P11

EXTRACTION MODULE

P12

CALCULATION MODULE

P13

DETERMINATION MODULE

-l
REGISTRATION MODULE




U.S. Patent Aug. 30, 2016 Sheet 9 of 22
DEFTNITIVE |
SHOP CATEGORY, CATEGORY | ITEM CATEGORY
WORD
SAKE AA | FOOD>SAKE, SHOCHU
FOOD=BEER, WINES
LIQUORS BEER BB AND SPIRITS
BOOTS DIY>GARDEN, DIY
DALY ITEMS
BOOTS FASHION>SHOES
FASHION
() FEFNITVE
SHOP 1D CATEGORY | ITEM CATEGORY
WORD
SAKE AA  [FOOD>SAKE, SHOCHU
FOOD>BEER, WINES
=001 BEER B8 AND SPIRITS
BOOTS DIY>GARDEN, DiY
$101
BOOTS FASHION>SHOES
5201

US 9,430,793 B2



U.S. Patent Aug. 30,2016 Sheet 10 of 22 US 9,430,793 B2

(Cemer)

EXTRACT NOUN SEQUENCES | o4y
FROM ITEM INFORMATION

CALCULATE STATISTICS 517
FOR EACH OF NOUN SEQUENCES

B
=

PERFORM FILTERING ON 513
ONE NOUN SEQUENCE

f"ﬂf’ \\im
T NUMBER OF

«::;m?m CATEGORIES LEFT ﬁ“““““““““““““

BY FILTERING? _—
-r"’"df
1 OR MORE THAN 1

RECOGNIZE NOUN SEQUENCE 815
AS DEFINITIVE CATEGORY WORD .

GENERATE DICTIONARY INFORMATION
CONTAINING CORRESPONDING 5HOF
D OR SHOP CATEGORY AND STORE 516
THE DICTIONARY INFORMATION
INTO DICTIONARY DATABASE

o8
s

T e o 517
NO - PROCESSING —
IS DONE FORALLNOUN >
T SEQUENCES? _—
'“‘“-»\“\“ "/”"
YES

L END



U.S. Patent

Aug. 30, 2016

Sheet 11 of 22

US 9,430,793 B2

r—-*--"’g{}

CHCTIONARY GENERATION

SERVER
11

&

¥

EXTRACTION UNIT

12

¥

B A

W oW

ITEM DATABASE

CALCULATION UNIT

3 {’“‘“‘,} 3

DETERMINATION UNIT

¥ . —14

DICTIONARY |«

DATABASE

e e

REGISTRATION UNIT

— 18

k4 {

k4

UPDATE UNIT




U.S. Patent Aug. 30,2016 Sheet 12 of 22 US 9,430,793 B2

P1

DICTIONARY GENERATION
PROGRAM

—~~P10

MAIN MODULE

~P11

EXTRACTION MODULE

~—P12

CALCULATION MODULE

13

DETERMINATION MODULE

~P14

REGISTRATION MODULE

',r"-"—"' P 1 5

UPDATE MODULE




U.S. Patent Aug. 30,2016

Sheet 13 of 22

30

BICTIONARY GENERATION
SERVER

~—31

72
Xz
@)
i~
g
=
ey
&
7
m
A

ki

EXTRACTION UNIT

V3

o  CALCULATION UNIT

o
i
%
=
ot
pe
u)
>
43
m
A A

¥ 33

FIRST
DETERMINATION UNIT

¥ {””’33
SECOND

DETERMINATION UNIT

¥ .f'“’aﬁ

DICTIONARY ?_{
DATABASE J

REGISTRATION UNIT

US 9,430,793 B2



U.S. Patent Aug. 30,2016 Sheet 14 of 22 US 9,430,793 B2

EXTRACT NOUN SEQUENCES T
FROM [TEM INFORMATION

CALCULATE STATISTICS FOR EACH =,
OF NOUN SEQUENCES

o5
Rose

PERFORM FILTERING ON | vk
ONE NOUN SEQUENCE

e

e 524 5 OR MORE

QEM CATEGORIES LEFT it
BY FILTERING?

1

RECOGNIZE NOUN SEQUENCE AND
ITEM CATEGORY RESPECTIVELY A 525
CANDIDATE WORD AND MAJOR CATEGORY

REGISTER DICTIONARY INFORMATION
BASED ON OVERLAP DEGREE OF NOUN; b 528
SEQUENCES BETWEEN CATEGORIES

=5
Ry

T T 827
NO " PROCESSING ™

S IS DONE FORALLNOUN >

I
e SEQUENCES?
\\" ,,.»-"”"/ﬂ

YES
{ END
BN

S




US 9,430,793 B2

Sheet 15 of 22

Aug. 30, 2016

U.S. Patent

i
o

i
ASVYEVLYO AUYNOILLDIQ O
MOLYIWNHGANT AdYNOILOIA 8Y
I-NEAHOSILYD MO ONY HOM
A0SR0 IALLINIGTEO 40 Wivd JH01S

IABVEYIVO AMYNOLLOIO OLN]
OLYINMOAN] AXYNOLLDIG 8Y
IN] AHODT Y0 HOMYH ONY QHOM
AHCORIYD JALLINIAEG 20 Hivd JH0LS

2LeS |

6928 — |

GHOM AHOOZIYD IALLINIAEG 8Y
GHOM JIVOIANYD JZ2INDODEH

JHOM AHODALYD JALLINIAR0 8Y
JH0M SIVAIONYD SZINDODT

\.\\\\\n\ﬁ\
&N v

Ligs

LAMOOEIYD 4YIT 81
STIA INT AMODI VD HOrvI
8828 "

ml ,
FHODILYD HONIW HovT™
i AL HOYI YO ANOT 8
ONISEIIOH

QLS

g9CS—  S3A

—
HETA i;.f.J\\z\\

ON

OHOM IIVOIONYO NIVINIYW

OGN

. TOHEEEHL 81 33M030

2975~

[Nl AMOO3 1D JONIIN INOC NEIWIL SN0
04 23030 Y TIAL JIVINOND

{a
<2

B TAS I

i
OO ZILVCIONYD O DNIGNOJIETHH00
NOLDYWREO AN WL 8O O98vY

INTAMODTIYD HONIN AdD3d8




U.S. Patent

Aug. 30, 2016

Sheet 16 of 22

US 9,430,793 B2

P2

DICTIONARY GENERATION

PROGRAM

P20

MAIN MODULE

———

H
3,

EXTRACTION MODULE

Y

i
3

CALCULATION MODULE

~—P23

FIRST DETERMINATION
MODULE

P24

SECOND DETERMINATION
MODULE

P25

REGISTRATION MODULE




US 9,430,793 B2

Sheet 17 of 22

Aug. 30, 2016

U.S. Patent

O anNg )

b

§

MOLLY NGO SNT AMYNOLLDID
mmhwmw H ONY INI AHOOI YD HONI
ObY N AHODIIY0 MOMYR 40 HDYY

w4 AT Y DI Dy 8 JEA0T
AELAIGEAAL N 3AX930 dYEA0
MO Q38VYH NOLLVNINRIZ LI 34V

ASVEYIVO AWYNOUDIO OENI
NOLLYINHOAN] AXYNOILDIA HHE 3HOES ONY
AHODIIYD HOHS WO G dOHE ONIONGHSE5H00
DONIAHOTY AR NOLIVINHOIN AHYNGELG Z10H3NT0

6928 — |

0ezs—

GHOM AHODR YD AALLINIAZO Y

—

CHOAM JLYTIANYD 3ZINDODAY

P LN=N

89z~ SHAl ,
oo 1928

< 3y=151 Nl ANOSIIYD
e NOPYW

T [ Zw ...I.xlaz«_./r
= TRODALYD HONIA HOTE ™
NI HOV3 ¥04 3NOT S5 ]

DNISS300Yd
T4 R et
POZS | OHOM FLVCIONYD NIVINIYA |
EETY

P LAl O 0 o

=l GOHSIYHL 81336030 i

ON
e e

TGP I AHOST YD HONIA INO NI NSLEINO
. WO FFHOIC SVTHAAS VINTYD

_1
JHOM ZLY0IONYD QL DNIONOJSTHH00

NOLUTIMOM WELE NO O35YE
[} AHODIIYD HONIW AJDI4S

AT




U.S. Patent Aug. 30,2016 Sheet 18 of 22 US 9,430,793 B2

-y
DICTIONARY GENERATION
SERVER
21 31
S —
s
SHOP DATABASE | » EXTRACTION UNIT
- e
S N 32
TEM DATABASE 1« | CALCULATION UNIT
{"““"""‘“’"ﬁf‘j
’ hd {.H.JSS
FIRST
DETERMINATION UNIT
¥ (’“‘3‘1
. SECOND
™| DETERMINATION UNIT
23y ~ ' ~—35
e . )
eToNARY 1S REGISTRATION UNIT
DATABASE
e y 38
i
> UPDATE UNIT




U.S. Patent

Aug. 30, 2016

Sheet 19 of 22

US 9,430,793 B2

DICTIONARY GENERATION
~P20

FROGRAM

MAIN MODULE

P21

EXTRACTION MODULE

P22

CALCULATION MODULE

P23

FIRST DETERMINATION
MODULE

~—P24

SECOND DETERMINATION
MODULE

P25

REGISTRATION MODULE

P28

UPDATE MODULE




U.S. Patent Aug. 30,2016 Sheet 20 of 22 US 9,430,793 B2

~—10A
DICTIONARY GENERATION
SERVER
— 1
27 w-n&iﬁm@@ -------- ™ EXTRACTION UNIT
-'-'-**“"““"‘”“““‘"“««-.4._\ W I ”“’1 2
WM‘/J B
22~ \TEM DATABASE L€ . CALCULATION UNIT
--w——"'—“""‘ﬂj .
¥ 7 13A
DETERMINATION UNIT
¥ —14
93— DICTIONARY | REGISTRATION UNIT
DATABASE




US 9,430,793 B2

Sheet 21 of 22

Aug. 30, 2016

U.S. Patent

o wmmuzmwmmw!ffxf
< NAONTWHO SN0 ST
e ONISSIO0Ed
mm w T e
ALISNTLNI dOHS GNY 83000 LR
g 40 HF8NNN NO GISYE QHOMm SESEENND
OHOA LHOSI TS mmugmmmgmm =le mm@%p AUODAIVO NOON 135
TALLINEATC L TdAL ALLINIAE0 SY JONANOES NNOM 1358 WY A | e
SY IONANVIS NNON L3S peg ——  ON — QEe-— mm%%wwwﬁwﬁwmmwm
7oe ) B e — SALLINIZE0 WO 030070
STINODTLY D 38 OL JONANDES NNON 138
< ONINIVINGR TT9 NI SivEd S \fwa\éxéxéré? L85 E/
e _IONIN03IS NAON . S3A T N
£eg " Ew;mmﬂmwmﬁm st mozmaﬁmmf\w,_
b NYHL 500 NAON
e mmm}v.ff,mx\

DGWW//

L
YT S AONT

[

< TNNON TUIHM STRICSILYD N3 >

}

T A0 HABNON T
e . ﬁ\\\.\
LS s
i

0

s~

SZONIN0AS NNON 40 HOY3
HOL SOSN8 3IVINDTYD

S~

MNOLIYINRO AN AEL WOXd
SAONINDES NNON LOVHEXT

H

L JLEVLE )

L2614




US 9,430,793 B2

Sheet 22 of 22

Aug. 30, 2016

U.S. Patent

JHOM AYYSEI0INNND ALNS
N ANODILIYD WL A0 GHOM AHODILVYD FAALLINIIZ0 2 3dAL -
!
TAMODIIYD WL A0 QHOM A0OSFIVYD IALLINIGEA £ ddAL
0 AMOOILYD WL 40 GHOM ANODZIIYD ZAILINIZEA | 3dAL HHAARIOMINEDS
3 AMODALYD AL 40 GHOM JONSE4E
4 AHODFIYD WAL A0 GHOM JONDHZ43Y
JAHCOI YD WL 40 GHOM ZONIH3A3Y
AHOESIO0V
O ANOSTA LD WAL 40 GHOM IONTYZA3Y
O ANMODEIYD WEL 0 QHOM 3ONIHEI40
g AHOOZLYD WEL A0 CHOM JONTIHT 40
g ANODIIVD W3 L H0 CHOM IDNZEE 434
¥ 1BAO0W
Y AHOOIIYD WAL S0 GHOM AMODZIYD SALINIEEA € 3dAL
~ (AONINDES NNON)
AdALAYODA LY WEL TR0
v
72°Bid



US 9,430,793 B2

1

DICTIONARY GENERATION DEVICE,
DICTIONARY GENERATION METHOD,
DICTIONARY GENERATION PROGRAM

AND COMPUTER-READABLE RECORDING

MEDIUM STORING SAME PROGRAM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a National Stage of International
Application No. PCT/JP2013/053695 filed Feb. 15, 2013,
claiming priority based on U.S. Provisional Patent Applica-
tion No. 61/598,976, filed Feb. 15, 2012, the contents of all
of which are incorporated herein by reference in their
entirety.

TECHNICAL FIELD

One embodiment of the present invention relates to a
device, a method, a program and a recording medium for
generating a dictionary to be used for determination of item
categories.

BACKGROUND ART

In a so-called virtual shopping mall where many virtual
shops open through the Internet, an item category (which is
also referred to hereinafter simply as “category”) is often
assigned to an item available in each shop. By sorting items
into item categories, a manager of the virtual shopping mall
can systematically manage an enormous amount of items
that are put into stock by the respective shops based on their
original sales plan, and further a user can search items of
different shops at a time using a category and compare them.
For example, a commodity transaction system disclosed in
the following Patent Literature 1 has a plurality of search
databases corresponding to a plurality of categories repre-
senting the types of items. In this system, with each search
database corresponding to each category, specification infor-
mation of items in the category and everyday life words
representing the features of the items are associated.

CITATION LIST
Patent Literature
PTL 1: JP 2007-264747 A
SUMMARY OF INVENTION
Technical Problem

An association between an item and a category is often
made in a shop; however, there is a case where a shop staff
assigns a wrong category to an item. Then, item information
contains a mistake, which causes a decrease in search
accuracy, such as failing to extract an item that should be
extracted when a user searches for a certain item based on
the category. As a result, not only a shop loses an opportu-
nity to sell the item, but also there is a possibility that the
usability of item information in the entire virtual shopping
mall decreases significantly due to several repeated wrong
category registration.

One approach to improve such a situation is to prepare a
dictionary about appropriate categories, which are item
categories to be registered for items, determine whether a
registered item category is appropriate or not by reference to

15

25

40

45

50

55

2

the dictionary and modify the category according to need.
However, because there are a wide variety of items and item
categories, it is not easy to generate such a dictionary
manually.

It is thus demanded to easily generate a dictionary to be
used for determination of item categories.

Solution to Problem

A dictionary generation device according to one aspect of
the present invention includes a determination unit config-
ured to (A) refer to an item database that stores a plurality
of records containing an item name and/or item description
including a noun, a noun phrase or a noun sequence being
a sequence of nouns or noun phrases, an item category, and
a shop selling the item as fields and determine whether the
noun sequence included in the item name and/or item
description of each record is set corresponding to the item
category, (B) count the number of selling shops in a record
containing the noun sequence set corresponding to the item
category for each item category and calculate a shop inten-
sity of each noun sequence set corresponding to the item
category based on the counted number of selling shops, (C)
determine whether one item category uniquely derived from
the noun sequence exists based on the shop intensity for each
item category, and (D) determine the noun sequence as a
definitive category word when the one item category exists;
and a registration unit configured to store dictionary infor-
mation where the definitive category word and the uniquely
derived item category are associated with each other into a
dictionary database.

A dictionary generation method according to one aspect
of the present invention includes a determination step of (A)
referring to an item database that stores a plurality of records
containing an item name and/or item description including a
noun, a noun phrase or a noun sequence being a sequence of
nouns or noun phrases, an item category, and a shop selling
the item as fields and determining whether the noun
sequence included in the item name and/or item description
of each record is set corresponding to the item category, (B)
counting the number of selling shops in a record containing
the noun sequence set corresponding to the item category for
each item category and calculating a shop intensity of each
noun sequence set corresponding to the item category based
on the counted number of selling shops, (C) determining
whether one item category uniquely derived from the noun
sequence exists based on the shop intensity for each item
category, and (D) determining the noun sequence as a
definitive category word when the one item category exists;
and a registration step of storing dictionary information
where the definitive category word and the uniquely derived
item category are associated with each other into a diction-
ary database.

A dictionary generation program according to one aspect
of the present invention causes a computer to implement a
determination unit configured to (A) refer to an item data-
base that stores a plurality of records containing an item
name and/or item description including a noun, a noun
phrase or a noun sequence being a sequence of nouns or
noun phrases, an item category, and a shop selling the item
as fields and determine whether the noun sequence included
in the item name and/or item description of each record is set
corresponding to the item category, (B) count the number of
selling shops in a record containing the noun sequence set
corresponding to the item category for each item category
and calculate a shop intensity of each noun sequence set
corresponding to the item category based on the counted
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number of selling shops, (C) determine whether one item
category uniquely derived from the noun sequence exists
based on the shop intensity for each item category, and (D)
determine the noun sequence as a definitive category word
when the one item category exists; and a registration unit
configured to store dictionary information where the defini-
tive category word and the uniquely derived item category
are associated with each other into a dictionary database.

A computer-readable recording medium according to one
aspect of the present invention stores a dictionary generation
program causing a computer to implement a determination
unit configured to (A) refer to an item database that stores a
plurality of records containing an item name and/or item
description including a noun, a noun phrase or a noun
sequence being a sequence of nouns or noun phrases, an
item category, and a shop selling the item as fields and
determine whether the noun sequence included in the item
name and/or item description of each record is set corre-
sponding to the item category, (B) count the number of
selling shops in a record containing the noun sequence set
corresponding to the item category for each item category
and calculate a shop intensity of each noun sequence set
corresponding to the item category based on the counted
number of selling shops, (C) determine whether one item
category uniquely derived from the noun sequence exists
based on the shop intensity for each item category, and (D)
determine the noun sequence as a definitive category word
when the one item category exists; and a registration unit
configured to store dictionary information where the defini-
tive category word and the uniquely derived item category
are associated with each other into a dictionary database.

According to the above aspects, one or more item cat-
egories are specified from an item name and/or item descrip-
tion including a noun, a noun phrase or a noun sequence
being a sequence of nouns or noun phrases, and the number
of shops is calculated for each of the item categories. Then,
for each item category, an index indicating how many shops
have registered the item category, which is the shop inten-
sity, is calculated based on the number of shops for each
category. Based on this intensity, the definitive category
word that uniquely derives one item category is determined,
and the definitive category word and the item category are
registered as dictionary information into the dictionary data-
base. In this manner, by generating the dictionary informa-
tion focusing on the fact that how many shops have regis-
tered which item categories (shop intensity) for the item
information related to one certain word (a noun, a noun
phrase or a noun sequence being a sequence of those, which
is hereinafter referred to simply as “noun sequence”), it is
possible to easily generate the dictionary information to be
used for determination of item categories.

In the dictionary generation device according to another
aspect, the determination unit may calculate the number of
appearances of the noun sequence for each item category,
calculate a noun sequence intensity for each item category
based on the number of appearances, and determine whether
one item category uniquely derived from the noun sequence
exists based on the shop intensity and the noun sequence
intensity for each item category. In this case, by focusing
also on the noun sequence intensity for each item category,
the accuracy of the dictionary information can be further
improved.

In the dictionary generation device according to another
aspect, the determination unit may calculate the number of
items corresponding to each item category, calculate an item
intensity for each item category based on the number of
items, and determine whether one item category uniquely
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derived from the noun sequence exists based on the shop
intensity and the item intensity for each item category. In
this case, by focusing also on the item intensity for each item
category, the accuracy of the dictionary information can be
further improved.

In the dictionary generation device according to another
aspect, the determination unit may calculate a total number
of shops having registered item information where the item
name includes the noun sequence, and when the total
number of shops is equal to or less than a specified threshold,
not determine the noun sequence as the definitive category
word. Because a noun sequence can be treated as the
definitive category word only when the noun sequence is
used by a certain number of shops, the accuracy of the
dictionary information can be further improved.

In the dictionary generation device according to another
aspect, the determination unit may refer to an unnecessary
words dictionary that stores unnecessary words, and when
the noun sequence coincides with the unnecessary word, not
determine the noun sequence as the definitive category
word. In this manner, by excluding the noun sequence that
is not necessary to be registered as the definitive category
word, the accuracy of the dictionary information can be
further improved.

In the dictionary generation device according to another
aspect, the determination unit may specify an item category
with the highest shop intensity as a major category and
specify an item category with a lower shop intensity than the
major category as a minor category, calculate an overlap
degree of words between item names of the minor category
and item names of the major category, and when the overlap
degree is equal to or higher than a specified threshold,
determine that the major category is the item category
uniquely derived from the noun sequence. In this manner, by
determining whether the major category can be associated
with the definitive category word by focusing on the overlap
degree of words between the major category and the minor
category, the accuracy of the dictionary information can be
further improved.

In the dictionary generation device according to another
aspect, when the overlap degree is equal to or higher than the
specified threshold in N-th hierarchical level of the major
category and the minor category, the determination unit may
determine that the N-th hierarchical level of the major
category is uniquely derived from the noun sequence, and
then repeat the specification of the major category and the
minor category, the calculation of the overlap degree and the
determination based on the overlap degree in (N+1)th hier-
archical level of the major category, where N is 1 or more.
In this case, because the item category to be associated with
the definitive category word is searched by defining the
major category in each hierarchical level sequentially from
the top of the category tree, the item category can be
accurately specified.

The dictionary generation device according to another
aspect may further include an update unit configured to
update an item category in the item information where an
item name includes the definitive category word indicated
by the dictionary information to an item category indicated
by the dictionary information, and after the item information
is updated by the update unit, processing by the determina-
tion unit, the registration unit and the update unit may be
performed repeatedly, and the determination unit may deter-
mine whether one item category uniquely derived from the
noun sequence exists based on the shop intensity by setting
a threshold for the shop intensity to be lower than a value
used in the previous determination. In this case, processing
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of updating the item category in the item information to the
appropriate one using the generated dictionary information
is repeated by gradually reducing the threshold for the shop
intensity. In this manner, by repeating the processing of
generating the dictionary information and organizing the
item information sequentially from the most reliable defini-
tive category word, the accuracy of the dictionary informa-
tion can be further improved.

In the dictionary generation device according to another
aspect, the determination unit may extract the noun
sequence from the item name by morphological analysis.
The noun sequence can be thereby extracted without pre-
paring a special rule or dictionary.

In the dictionary generation device according to another
aspect, the determination unit may extract the noun
sequence from the item name by reference to a rule diction-
ary that stores a description rule of item names indicating an
extraction range of the noun sequence. By using the rule
dictionary in this manner, the noun sequence can be easily
extracted.

In the dictionary generation device according to another
aspect, the determination unit may extract words different
from unnecessary words from the item name by reference to
an unnecessary words dictionary that stores unnecessary
words, and extract the noun sequence from the extracted
words. By using the unnecessary words dictionary in this
manner, the noun sequence can be easily extracted.

In the dictionary generation device according to another
aspect, the registration unit stores recommendation infor-
mation where the noun sequence and an item category
different from the uniquely derived item category among the
item categories are associated with each other into another
dictionary database. In this manner, by registering the item
categories that are likely to be associated with the noun
sequence as recommendation information separately from
the dictionary information, the choice of the item categories
can increase.

In the dictionary generation device according to another
aspect, the determination unit may determine whether one
item category uniquely derived from a pair of the noun
sequence and a shop or a shop category exists based on the
shop intensity for each item category, and determine the
noun sequence as the definitive category word when the one
item category exists, and the registration unit may store
dictionary information where the definitive category word,
the shop or the shop category and the uniquely derived item
category are associated with one another into the dictionary
database. The dictionary information can be thereby set in
consideration of the characteristics of shops.

In the dictionary generation device according to another
aspect, the determination unit may extract the noun
sequence from the item name by reference to a notation
dictionary that stores information about notational variants.
The dictionary information can be thereby generated by
accommodating the notational variants.

In the dictionary generation device according to another
aspect, when there is only one item category where the shop
intensity is higher than a first threshold, the determination
unit may determine that one item category uniquely derived
from the noun sequence exists and determines the noun
sequence as a Type 1 definitive category word of the item
category, when there are a plurality of item categories where
the shop intensity is higher than the first threshold, the
determination unit may determine the noun sequence as a
Type 2 definitive category word with less definitiveness of
the item category than the Type 1 definitive category word
or a reference word with less definitiveness of the item
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category than the Type 2 definitive category word for each
of the plurality of item categories, and the registration unit
may store dictionary information where the Type 1 definitive
category word, the Type 2 definitive category word or the
reference word and the item category are associated with
each other into the dictionary database. In this case, because
a noun sequence can be classified into the Type 1 and Type
2 definitive category words and the reference word, more
detailed dictionary information can be generated.

In the dictionary generation device according to another
aspect, when the number of item categories where the shop
intensity is higher than the first threshold is not 1, the
determination unit may determine whether the number of
registration shops of the noun sequence in remaining cat-
egories excluding the item category is larger than a second
threshold, and when the number of registration shops is
larger than the second threshold, the determination unit may
determine the noun sequence as an unnecessary word, and
the registration unit may store the unnecessary word into a
specified database. In this case, the noun sequence can be
registered also as the unnecessary word.

In the dictionary generation device according to another
aspect, the registration unit may extract a word correspond-
ing to the definitive category word by reference to a notation
dictionary that stores information about notational variants,
and store dictionary information where the definitive cat-
egory word, the corresponding word and the uniquely
derived item category are associated with one another into
the dictionary database. The dictionary information can be
thereby generated by accommodating the notational vari-
ants.

Advantageous Effects of Invention

According to one aspect of the present invention, it is
possible to easily generate a dictionary to be used for
determination of item categories.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram showing an overall configuration of
an electronic commerce (EC) system according to an
embodiment.

FIG. 2 is a diagram showing an example of shop infor-
mation.

FIG. 3 is a diagram showing an example of item infor-
mation.

FIG. 4 is a diagram showing an example of dictionary
information (definitive category words dictionary).

FIG. 5 is a diagram showing a hardware configuration of
a dictionary generation server according to an embodiment.

FIG. 6 is a block diagram showing a functional configu-
ration of a dictionary generation server according to first and
second embodiments.

FIG. 7 is a flowchart showing an operation of the dic-
tionary generation server according to the first embodiment.

FIG. 8 is a diagram showing a configuration of a diction-
ary generation program according to the first and second
embodiments.

FIGS. 9(a) and 9(b) are diagrams showing other examples
of dictionary information (definitive category words diction-
ary).

FIG. 10 is a flowchart showing an operation of the
dictionary generation server according to the second
embodiment.
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FIG. 11 is a block diagram showing a functional configu-
ration of a dictionary generation server according to a third
embodiment.

FIG. 12 is a diagram showing a configuration of a
dictionary generation program according to the third
embodiment.

FIG. 13 is a block diagram showing a functional configu-
ration of a dictionary generation server according to fourth
and fifth embodiments.

FIG. 14 is a flowchart showing an operation of the
dictionary generation server according to the fourth embodi-
ment.

FIG. 15 is a flowchart showing details of processing based
on the degree of overlap of noun sequences in FIG. 14.

FIG. 16 is a diagram showing a configuration of a
dictionary generation program according to the fourth and
fifth embodiments.

FIG. 17 is a flowchart showing details of processing based
on the degree of overlap of noun sequences according to the
fifth embodiment.

FIG. 18 is a block diagram showing a functional configu-
ration of a dictionary generation server according to a sixth
embodiment.

FIG. 19 is a diagram showing a configuration of a
dictionary generation program according to the sixth
embodiment.

FIG. 20 is a block diagram showing a functional configu-
ration of a dictionary generation server according to a
seventh embodiment.

FIG. 21 is a flowchart showing an operation of the
dictionary generation server according to the seventh
embodiment.

FIG. 22 is a diagram showing an example of dictionary
information (definitive category words dictionary) accord-
ing to the seventh embodiment.

DESCRIPTION OF EMBODIMENTS

Embodiments of the present invention will be described
with reference to the drawings. Note that, in the description
of the drawings, the same elements will be denoted by the
same reference symbols and redundant description will be
omitted.

(First Embodiment)

The functions and configuration of a dictionary generation
server (dictionary generation device) according to a first
embodiment are described first with reference to FIGS. 1 to
6. The dictionary generation server 10 is a computer that
manages a dictionary database 23 used in an electronic
commerce (EC) system 1.

The EC system 1 is a computer system that provides a
web site (EC site) of a virtual shopping mall where many
virtual shops open to users (consumers). A user can search
for an item and perform a purchase procedure through the
site. A shop manager registers items to be sold with a virtual
shop of the virtual shopping mall, and delivers an item
purchased by a user to the user. Note that the variety of items
is not particularly limited, and it may be an arbitrary tangible
object or a non-tangible object such as a service. In addition
to the dictionary generation server 10, the EC system 1
includes an EC server 90, databases 20, terminals of respec-
tive shop managers, which are shop terminals Ts, and a large
number of user terminals Tu. Those devices are connected
with one another through a communication network N.

The EC server 90 is a computer system that administers
the EC site. The EC server 90 performs provision of various
web pages including a main page and an item page, item
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search, purchase processing (including addition and deletion
of a registered item based on input from the shop terminal
Ts, provision of a payment means, award of points to users
etc.) in response to a request from the user terminal Tu.
Further, the EC server 90 performs item information update
processing (such as registration and deletion of items, addi-
tion of a stock etc.) in response to a request from the shop
terminal Ts.

The databases 30 are a group of various kinds of databases
required in the EC system 1.

The shop terminal Ts is a computer owned by a manager
of a shop joining a virtual shopping mall. The variety of the
shop terminal Ts is not particularly limited, and it may be a
stationary or portable personal computer, or a mobile ter-
minal such as an advanced mobile phone (smart phone), a
cellular phone or a personal digital assistant (PDA), for
example. The number of shop terminals Ts in the EC system
1 is not limited.

The user terminal Tu is a computer owned by a user
(consumer). Just like the shop terminal Ts, the variety of the
user terminal Tu is not particularly limited, and it may be a
stationary or portable personal computer, or a mobile ter-
minal such as an advanced mobile phone (smart phone), a
cellular phone or a personal digital assistant (PDA), for
example. The number of user terminals Tu in the EC system
1 is also not limited.

On the assumption of the above, the dictionary generation
server 10 is described hereinafter in detail. First, various
databases that are accessed by the dictionary generation
server 10 are described in detail.

A shop database 21 is a means of storing shop information
related to each virtual shop in the virtual shopping mall. The
shop information contains a shop ID that uniquely identifies
a shop and attribute information that indicates various
attributes of the shop. The attribute information contains the
shop name, address, category and URL, though information
contained in the attribute information is not limited. FIG. 2
shows an example of the shop information. In the example
of FIG. 2, the shop with the shop ID “S001” is “Shop AB”,
and the category of this shop is “Liquors”. Note that the shop
category may be managed systematically in a tree structure.

An item database 22 is a means of storing item informa-
tion related to items that are sold by each virtual shop. The
item information contains a shop ID of a shop that offers the
item (a shop selling the item), an item ID that uniquely
identifies the item and attribute information that indicates
various attributes of the item. The attribute information
contains the shop name, price, URL, stock quantity and
category, though information contained in the attribute infor-
mation is not limited. The item category is a concept that
represents the classification of items. The item information
is initially registered, updated or deleted based on an instruc-
tion transmitted from the shop terminal Ts. The item name
is a title appearing in an item name field of an item page (a
web page on which the item information is shown), rather
than the proper name or the common name of the item, and
it contains a word common to a different varieties of items
(for example, a brand name, a manufacturer name, a sales
message such as “free shipping” etc.) as well.

FIG. 3 shows an example of item information. The item
category is an item category that is entered and registered by
a shop. In this example, the item “Beer BB with the item
1D “T002” is associated with the shop ID “S001”, and the
item category of this item is indicated as “Food>Sake,
Shochu”. Note that the item category is systematically
managed in a tree structure, and “Food>Sake, Shochu”
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represents the second hierarchical level “Sake, Shochu”
under the first hierarchical level “Food”.

In this embodiment, each shop sets not only the price of
an item but also the item ID and the registration category on
one’s own terms, and therefore different item IDs and
different registration categories can be assigned to the same
item by different shops. In the example of FIG. 3, while the
item ID of the item “Sake AA” is “T001” in the shop
“S0017, it is “T101” in the shop “S002”. Further, for the
item “Water CC”, both of the item ID and the registration
category are different between the shops “S001” and
“S002”.

In this manner, under the situation where all shops are not
forced to use a common item ID and a common item
category, it is effective to provide consistency in the item
category in the EC site by determining a correct item
category using a definitive category words dictionary, which
is described later. Even if an item ID is common to all shops
(for example, even when an item ID common to all shops is
set based on a barcode such as the JAN code), category
determination using the definitive category words dictionary
is still effective as long as each shop can freely set an item
category.

A dictionary database 23 is a means of storing a definitive
category words dictionary that can be used for registration of
item categories and the like. The definitive category words
dictionary is a set of dictionary information in which defini-
tive category words (DCW) and item categories are associ-
ated with each other, and the definitive category word is a
word that uniquely identifies one item category. For
example, the proper noun of an item, a combination of a
manufacturer name and the proper noun of an item, the
common noun of goods, a sequence of common nouns and
the like can be set as the definitive category words. The
dictionary generation server 10 generates the definitive
category words dictionary.

FIG. 4 shows an example of the definitive category words
dictionary. In this example, only one item category
“Food>Sake, Shochu” is associated with the definitive cat-
egory word “Sake AA”, and only one item category
“Food>Beer, Wines and Spirits” is associated with the
definitive category word “Beer BB”. Note that the item
category associated with the definitive category word may
be a leaf category that is at the end of the category tree or
a top or intermediate level category.

The structures of the shop database 21 (shop information),
the item database 22 (item information) and the dictionary
database 23 (dictionary information) are not limited to those
shown in FIGS. 2 to 4, and each database may be normalized
or made redundant by an arbitrary policy.

Note that the databases 20 include a user database that
stores user information (member information), a purchase
history databases that stores purchase histories of users and
the like; however, those databases that are not directly
related to generation of the definitive category words dic-
tionary are not described in detail.

The functions and configuration of the dictionary genera-
tion server 10 are described hereinafter. FIG. 5 shows a
hardware configuration of the dictionary generation server
10. As shown therein, the dictionary generation server 10
includes a CPU 101 that executes an operating system, an
application program and the like, a main storage unit 102
such as ROM and RAM, an auxiliary storage unit 103 such
as a hard disk, a communication control unit 104 such as a
network card, an input device 105 such as a keyboard and a
mouse, and an output device 106 such as a display.
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The functional components of the dictionary generation
server 10, which are described later, are implemented by
loading given software onto the CPU 101 or the main
storage unit 102, making the communication control unit
104, the input device 105, the output device 106 and the like
operate under control of the CPU 101, and performing
reading and writing of data in the main storage unit 102 or
the auxiliary storage unit 103. The data and database
required for processing are stored in the main storage unit
102 or the auxiliary storage unit 103. Note that, although the
dictionary generation server 10 is composed of one com-
puter in the example of FIG. 5, the functions of the diction-
ary generation server 10 may be distributed among a plu-
rality of computers.

As shown in FIG. 6, the dictionary generation server 10
includes an extraction unit 11, a calculation unit 12, a
determination unit 13 and a registration unit 14 as functional
components.

The extraction unit 11 is a means of extracting one noun,
one noun phrase, or a plurality of nouns or noun phrases
arranged sequentially (a sequence of nouns or noun phrases)
as “noun sequence” from item names of the item informa-
tion stored in the item database 22. The noun sequence is a
candidate for the definitive category word. Note that,
although it is assumed that the noun sequence is extracted
from item names in following description, the noun
sequence may be extracted from information (for example,
item description) other than item names in the item infor-
mation.

A method of extracting a noun sequence is not limited.
For example, the extraction unit 11 may extract a noun
sequence from item names using morphological analysis.
The noun sequence can be thereby extracted without pre-
paring a special rule or dictionary. If the sales information
such as a sales message that is not suitable for a noun
sequence to be extracted is associated as meta information
with a word that makes up an item name, the extraction unit
11 may eliminate the meta information and select only the
noun sequence. For example, the sales message such as “free
shipping” is not suitable for the definitive category word
because it is included in various item names in various
categories, and if such a sales message can be distinguished
by the meta information, the extraction unit 11 extracts only
the noun sequence other than the sales message.

As another method, on the assumption that item names are
described under a specified rule, the extraction unit 11 may
extract a noun sequence according to the rule. In this case,
the extraction unit 11 stores information indicating the rule
as a rule dictionary in advance. For example, assuming that
the item name description rule (or extraction rule) is “(brand
name)+(a character string to be extracted)+(another charac-
ter string to be eliminated)”, if the item name to be processed
is “Brand X Beer BB Free shipping”, the extraction unit 11
extracts the “Beer BB” as a noun sequence from item names
based on the rule. By using the rule dictionary in this
manner, it is possible to easily extract a noun sequence.

The extraction unit 11 outputs data of all the extracted
noun sequences to the calculation unit 12.

The calculation unit 12 is a means of reading the item
information in which noun sequences are included in item
names from the item database 22 and calculating statistics
required for processing to generate dictionary information
based on the item information. The calculation unit 12
performs the following processing for each of the input noun
sequences.

First, the calculation unit 12 reads the item information in
which one noun sequence is included in item names from the
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item database 22 and calculates statistics TF (Term Fre-
quency), CTF (Term Frequency in the category), DF (Docu-
ment frequency), CDF (Document frequency in the cat-
egory), MF (Merchant frequency), CMF (Merchant
frequency in the category) based on the item information.
The definition of each statistic is as follows.

TF is the number of times a noun sequence appears in the
item names in the read item information (one or more
records) (which are in all of the read items). CTF is the value
calculated for each item category indicated by the read item
information, and it is the number of times a noun sequence
appears in the item names corresponding to one category.

DF is “the number of categories” including items in which
a noun sequence is included in item names. CDF is the value
calculated for each item category indicated by the read item
information, and it is the number of items (number of
records) corresponding to one category.

MF is the number of shops that have registered the read
item information (which is the number of shops counted
based on all of the read items). CMF is the value calculated
for each item category indicated by the read item informa-
tion, and it is the number of shops that have registered the
item information belonging to one category.

The calculation unit 12 obtains the above statistics for
each of the noun sequences and then outputs the statistics
data to the determination unit 13.

The determination unit 13 is a means of determining a
noun sequence that uniquely derives one item category as
the definitive category word based on the statistics for each
item category specified by the calculation unit 12. The
determination unit 13 performs the following processing for
each of the extracted noun sequences.

The determination unit 13 specifies the item category that
satisfies the following five conditions for the noun sequence
to be processed. The following conditions 1 to 3 are regarded
as filtering using thresholds, the condition 4 is regarded as
filtering on the noun sequence, and the condition 5 is
regarded as filtering on the item category.

(Condition 1) MF>Threshold THa

(Condition 2) CMF/MF>Threshold THb

(Condition 3) CTF/TF>Threshold THe

(Condition 4) The noun sequence does not include a
specified word (e.g. a preposition such as “for” and a
numeric representation such as a model number)

(Condition 5) The end of the item category (leaf category)
corresponding to the noun sequence is not “Others”.

The condition 1 is set with an intention to treat only the
noun sequence used by a certain number of shops as the
definitive category word. The condition 2 is set by focusing
on the number of shops that associate items corresponding
to the noun sequence with a specific item category, and it can
be regarded as filtering by the shop intensity. The condition
3 is set by focusing on the number of noun sequences that
appear in a specific item category, and it can be regarded as
filtering by the noun sequence intensity.

The values of the thresholds THa, THb and THc in the
conditions 1 to 3 may be set arbitrarily. For example, THa
may be set to 10 or 1, THb may be set to 0.9 or 0.8, and THc
may be set to 0.8 or 0.7. Further, for the condition 3, CDF
and DF may be used instead of CTF and TF and, in this case,
the condition 3 is CDF/DF>Threshold THd. This condition
is set by focusing on the number of items corresponding to
the noun sequence that are included in a specific item
category, and it can be regarded as filtering by item intensity.
Note that the conditions 1 and 3 can be omitted.

Words to be eliminated in the condition 4 are stored in
advance as unnecessary words data in the dictionary gen-
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eration server 10. Because the condition 4 is a condition for
the noun sequence itself, this processing may be performed
in the extraction unit 11 described above. In any case, with
use of such an unnecessary words dictionary, it is possible
to easily extract only the noun sequences necessary for
processing. The condition 5 is a condition for excluding the
category “Others” where various kinds of items can be
included. The conditions 4 and 5 can be also omitted.

In the case where only one item category is specified, the
determination unit 13 determines that the item category can
be uniquely derived from the noun sequence, that is, the
noun sequence can be treated as the definitive category
word, and outputs a pair of the noun sequence and the item
category to the registration unit 14. On the other hand, in the
case where a plurality of item categories are specified, the
determination unit 13 determines that one item category
cannot be uniquely derived from the noun sequence, that is,
the noun sequence cannot be treated as the definitive cat-
egory word, and ends the processing without outputting data
to the registration unit 14. As a matter of course, in the case
where no item category is specified also, the determination
unit 13 determines that the noun sequence cannot be treated
as the definitive category word.

The registration unit 14 is a means of generating diction-
ary information and registering it in the dictionary database
23 (definitive category words dictionary). The registration
unit 14 stores a pair of the noun sequence (definitive
category word) and the item category input from the deter-
mination unit 13 as dictionary information into the diction-
ary database 23.

The operation of the dictionary generation server 10 is
described, and further, a dictionary generation method
according to this embodiment is described hereinafter with
reference to FIG. 7.

First, the extraction unit 11 extracts noun sequences from
the item information read from the item database 22 (Step
S11, extraction step). As described above, the extraction unit
11 can extract noun sequences by various methods. Next, the
calculation unit 12 calculates the statistics TF, CTF, DF,
CDF, MF and CMF for each of the extracted noun sequences
(Step S12, calculation step).

Then, the determination unit 13 performs filtering by the
above-described conditions 1 to 5 on each of the noun
sequences and thereby determines whether or not to recog-
nize each noun sequence as the definitive category word
(determination step). To be specific, in the case where there
is only one item category as a result of the filtering in Step
S13 (“1” in Step S14), the determination unit 13 recognizes
the noun sequence as the definitive category word (Step
S15). In this case, the registration unit 14 stores the noun
sequence and one item category as dictionary information
into the dictionary database 23 (Step S16, registration step).

On the other hand, in the case where no item category is
specified or a plurality of item categories are left as a result
of the filtering (“O or more than 1” in Step S14), the
determination unit 13 ends the process immediately without
recognizing the noun sequence as the definitive category
word.

The processing in Steps S13 to S16 by the determination
unit 13 and the registration unit 14 is executed on all of the
noun sequences extracted from one item information (cf.
Step S17).

Hereinafter, a dictionary generation program P1 that
causes a computer to function as the dictionary generation
server 10 is described with reference to FIG. 8.
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The dictionary generation program P1 includes a main
module P10, an extraction module P11, a calculation module
P12, a determination module P13 and a registration module
P14.

The main module P10 is a part that exercises control over
the dictionary generation function. The functions imple-
mented by executing the extraction module P11, the calcu-
lation module P12, the determination module P13 and the
registration module P14 are equal to the functions of the
extraction unit 11, the calculation unit 12, the determination
unit 13 and the registration unit 14 described above, respec-
tively.

The dictionary generation P1 is provided in the form of
being stored in a tangible recording medium such as CD-
ROM, DVD-ROM or semiconductor memory, for example.
Further, the dictionary generation P1 may be provided
through a communication network as a data signal super-
imposed onto a carrier wave.

As described above, according to this embodiment, one or
more item categories are specified from the item information
where noun sequences are included in item names, and the
statistics for the noun sequences and the statistics for each of
the specified item categories are calculated. Those statistics
at least include the value about the number of shops. Then,
for each item category, an index indicating how many shops
have registered the item category, which is the shop inten-
sity, is calculated based on the statistics. Based on this
intensity, the definitive category word that uniquely derives
one item category is determined, and the definitive category
word and the item category are registered as dictionary
information into the dictionary database 23. In this manner,
it is possible to easily generate accurate dictionary informa-
tion by focusing on the fact that how many shops have
registered which item categories (shop intensity; CMF/MF)
for the item information related to one certain word (noun
sequence).

In this embodiment, if the definitive category word is
determined by focusing also on the noun sequence intensity
(CTF/TF) or item intensity (CDF/CF) for each item cat-
egory, the accuracy of the dictionary information can be
further improved. Further, because a noun sequence can be
the definitive category word only when the total number of
shops (MF) that have registered the item information where
item names include the noun sequence exceeds a specified
threshold, the accuracy of the dictionary information can be
further improved. Furthermore, by excluding the noun
sequence that is not necessary to be registered as the
definitive category word using the above condition 4, the
accuracy of the dictionary information can be further
improved.

By using the dictionary information generated automati-
cally as described above, it is possible to organize the item
information in the item database 22. For example, the item
category in the item information can be updated to a correct
value by reference to the dictionary information. Further, by
using the definitive category words dictionary when regis-
tering item information in the shop terminal Ts, a shop
manager can set an appropriate item category without need
for consideration. As a result, an item that should be
extracted can be retrieved by category search, which allows
the shop to obtain sales opportunities more reliably.

(Second Embodiment)

A second embodiment is described hereinafter with ref-
erence to FIGS. 9 and 10. In this embodiment, the dictionary
generation server 10 specifies the definitive category words
in consideration of a shop or shop category as well. The
same or similar matters as in the first embodiment are not
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redundantly described, and matters peculiar to this embodi-
ment are particularly described below.

In this embodiment, in consideration of the fact that the
same noun sequence can be associated with different item
categories depending on a shop or shop category, the dic-
tionary database 23 (dictionary information) is configured as
shown in FIG. 9. The example of FIG. 9(a) shows the case
where the definitive category words dictionary is prepared
for each shop category, and each record contains the shop
category, the definitive category words dictionary and the
item category. The example of FIG. 9(b) shows the case
where the definitive category words dictionary is prepared
for each shop, and each record contains the shop ID, the
definitive category words dictionary and the item category.

In the examples of FIGS. 9(a) and 9(b), in consideration
of the fact that boots can be both the item related to fashion
and the item related to DIY (do-it-yourself), the item cat-
egories that are different between shop categories or shops
are associated with the definitive category word “Boots”.
Specifically, in FIG. 9(a), in the case of determining the
category of items in the shop that sells daily items, one item
category “DIY>Garden, DIY” corresponds to the definitive
category word “Boots”, and in the case of determining the
category of items in the shop that sells fashion items, one
item category “Fashion>Shoes” corresponds to the defini-
tive category word “Boots”. In FIG. 9(b), like the case of
FIG. 9(a), the item category corresponding to the definitive
category word “Boots” is different between the shop with the
shop ID “S101” and the shop with the shop ID “S201”.

The functions of the dictionary generation server 10 (see
FIG. 6) on the assumption of the above dictionary database
23 are described hereinafter. The function of the determi-
nation unit 13, which is different from the one in the first
embodiment, is particularly described below.

As in the first embodiment, the determination unit 13
specifies the item category using the above-described con-
ditions 1 to 5 for the noun sequence to be processed. Then,
when only one item category is specified, the determination
unit 13 determines that the item category can be uniquely
derived from the noun sequence in each shop ID or each
shop category. The determination unit 13 then outputs a set
of the noun sequence, the item category and the shop ID or
the shop category to the registration unit 14. The shop ID or
the shop category corresponding to the noun sequence and
the specified item category may be acquired from the item
database 22 and/or the shop database 21.

On the other hand, when a plurality of item categories are
specified, the determination unit 13 acquires the shop ID or
the shop category corresponding to each item category by
reference to the shop database 21 and the item database 22.
Then, the determination unit 13 outputs a set of the noun
sequence, the item category and the corresponding shop 1D
or shop category to the registration unit 14 for each item
category.

The operation of the dictionary generation server 10 and
a dictionary generation method according to this embodi-
ment are described hereinafter with reference to FIG. 10.
This embodiment is different from the first embodiment in
the processing in the case where one or more pairs of the
noun sequence and the item category left by the filtering are
found in Step S14. When one or more pairs are found (“1 or
more than 1”7 in Step S14), the determination unit 13
determines the noun sequence as the definitive category
word (Step S15). Then, the registration unit 14 stores a set
of the definitive category word, one item category and the
corresponding shop ID or shop category as dictionary infor-
mation into the dictionary database (Step S16). In this
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embodiment, the registration unit 14 can generate a plurality
of dictionary information for one noun sequence. On the
other hand, when no item category is specified (“0” in Step
S14), the determination unit 13 ends the processing for the
noun sequence.

In the above-described second embodiment, the same
advantages as in the first embodiment can be obtained.
Further, in this embodiment, the dictionary information can
be set in consideration of the characteristics of shops.

It should be noted that this embodiment can be applied
also to the case where one shop has a plurality of shop
categories (where one shop information identified by one
shop ID contains a plurality of shop categories). For
example, assume the case where there is a shop having two
shop categories “daily items” and “fashion” shown in FIG.
9, and processing for the noun sequence “boots” is per-
formed. In this case also, the dictionary information related
to the definitive category word “boots” may be generated for
both of those two shop categories or generated for either one
of those shop categories, depending on the result of the
filtering by the above-conditions 1 to 5.

(Third Embodiment)

A third embodiment is described hereinafter with refer-
ence to FIGS. 11 and 12. In this embodiment, the dictionary
generation server 10 updates the item categories in the item
information based on the generated dictionary information.
Then, the dictionary generation server 10 tries to generate
additional dictionary information using the updated item
database 22. Specifically, the dictionary generation server 10
accumulates the dictionary information little by little by
updating the item categories in the item information to the
correct ones. Hereinafter, the same or similar matters as in
the first embodiment are not redundantly described, and
matters peculiar to this embodiment are particularly
described.

As shown in FIG. 11, the dictionary generation server 10
further includes an update unit 15. The update unit 15 is a
means of updating the item information in the item database
22 based on the generated dictionary information. The
update unit 15 performs the following processing for each of
one or more dictionary information generated this time.

First, the update unit 15 specifies item information where
an item name includes the definitive category word indicated
by the dictionary information and an item category is
different from the one indicated by the dictionary informa-
tion. Next, the update unit 15 updates the item category in
the specified item information (which is the item category
estimated as an error or noise) to the item category indicated
by the dictionary information (which is the item category
that should have been registered). When the update process-
ing is completed for all of the currently generated dictionary
information, a series of processing steps that begin with the
extraction unit 11 (the generation of the dictionary informa-
tion and the update of the item database) are repeated based
on the updated item database 22.

Each time the series of processing steps are performed,
the determination unit 13 reduces the threshold THb used in
the above-described condition 2, which is the threshold for
the shop intensity. For example, the determination unit 13
sets THb=1.0 in the processing in the first cycle and reduces
THb by a specified value each time after the second cycle
(for example, by 0.1 or 0.05 each time).

A dictionary generation program P1 that causes a com-
puter to function as the dictionary generation server 10
according to this embodiment is as shown in FIG. 12. In this
embodiment, the dictionary generation program P1 further
includes an update module P15. The function implemented
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by executing the update module P15 is the same as the
function of the update unit 15 described above.

In the above-described third embodiment, the same
advantages as in the first embodiment can be obtained.
Further, in this embodiment, processing of updating the item
category in the item information to the appropriate one using
the generated dictionary information is repeated with gradu-
ally reducing the threshold for the shop intensity (CMF/
MEF). In this manner, by repeating the processing of gener-
ating the dictionary information and organizing the item
information sequentially from the most reliable definitive
category word, it is possible to further improve the accuracy
of the dictionary information.

The method of generating the dictionary information by
the repetitive processing can be equally applied also to the
second embodiment. In this case, the update unit 15 per-
forms the update of the item category for the item informa-
tion where item names include the definitive category word
indicated by one dictionary information, a shop ID corre-
sponds to the shop ID or shop category indicated by the
dictionary information and an item category is different from
the one indicated by the dictionary information. Thus, the
update unit 15 refers to the shop database 21 according to
need in this specifying processing.

(Fourth Embodiment)

A fourth embodiment is described hereinafter with refer-
ence to FIGS. 13 to 16. A dictionary generation server 30
according to this embodiment specifies the definitive cat-
egory word in consideration also of to what degree a word
used as a part of an item name overlaps between categories.
Hereinafter, the same or similar matters as in the first
embodiment are not redundantly described, and matters
peculiar to this embodiment are particularly described.

The hardware configuration of the dictionary generation
server 30 is the same as shown in FIG. 5. As shown in FIG.
13, the dictionary generation server 30 includes an extrac-
tion unit 31, a calculation unit 32, a first determination unit
33, a second determination unit 34, and a registration unit 35
as functional components. The functions of the extraction
unit 31, the calculation unit 32 and the registration unit 35
are the same as the functions of the extraction unit 11, the
calculation unit 12 and the registration unit 14 in the first
embodiment, and therefore the first determination unit 33
and the second determination unit 34 are particularly
described below.

The first determination unit 33 is a means of determining
a noun sequence that is likely to uniquely derive one item
category as a candidate word based on statistics for each of
the item categories specified by the calculation unit 32. The
first determination unit 33 performs the following process-
ing for each of noun sequences.

The first determination unit 33 performs filtering by the
above-described conditions 1 to 5 in the same manner as the
determination unit 13 and specifies the item category cor-
responding to the noun sequence to be processed. Then, in
the case where only one item category is specified, the first
determination unit 33 recognizes the noun sequence as
“candidate word” and recognizes the item category as
“major category”. The first determination unit 33 then
outputs a pair of the candidate word and the major category
to the second determination unit 34. On the other hand, in
the case where a plurality of one item categories are speci-
fied, the first determination unit 33 determines that one item
category cannot be uniquely derived from the noun
sequence, that is, the noun sequence cannot be treated as the
definitive category word, and ends the processing without
outputting data to the second determination unit 34. In the
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case where no item category is specified also, the first
determination unit 33 determines that the noun sequence
cannot be treated as the definitive category word.

The second determination unit 34 is a means of deter-
mining whether the candidate word is concluded as the
definitive category word or not based on the degree of
overlap of words between item categories. The second
determination unit 34 performs the following processing for
each candidate word.

First, the second determination unit 34 reads item infor-
mation in which item names include a candidate word from
the item database 22 and specifies one or more item catego-
ries indicated by the item information. The specified item
categories include item categories other than major catego-
ries, and the second determination unit 34 recognizes the
other item categories as “minor category”.

Next, the second determination unit 34 determines the
degree of overlap of noun sequences (candidate words and
the other noun sequences) between the major categories and
the minor categories for each hierarchical level sequentially
from the top (first hierarchical level) of the category tree of
the item category. In other words, the second determination
unit 34 determines the overlap degree of noun sequences.
Hereinafter, the N-th hierarchical level of the item category
is referred to also as “item category [N]”.

Processing of the second determination unit 34 on the first
hierarchical level is described. For example, it is assumed
that the major category [1] corresponding to a candidate
word is “Sake, Shochu”, and there are “Beer, Wines and
Spirits”, “Lady’s fashion” and “Men’s fashion™ as the minor
category [1] for that word.

In this case, the second determination unit 34 calculates
the degree of overlap (overlap degree or overlap rate)
between a group of noun sequences of all items included in
the major category [1] and a group of noun sequences of
each item included in the minor category [1]: D=(ANB)/IAl.
Note that the equation for obtaining the overlap degree D is
not limited thereto. The overlap degree D is calculated for
each item in each minor category [1]. The variable A
indicates a group of noun sequences extracted from the item
name of one item which belongs to the minor category [1]
and in which the candidate word is included in the item
name. The variable B indicates a group of noun sequences
extracted from the item names of all items which belong to
the major category [1] and in which the candidate word is
included in the item name. (ANB) indicates the number of
nouns that appear in both of the two groups A and B. |Al is
the number of nouns that constitute the group A.

When the overlap degree D is equal to or more than a
specified threshold THf (for example, THf=0.7), the second
determination unit 34 determines that the item belonging to
the minor category [1] should belong to the major category
[1] rather than the minor category [1] and maintains the
candidate word as it is. On the other hand, when the overlap
degree D is less than the specified threshold THf, the second
determination unit 34 determines that the item should belong
to the minor category [1] (that is, an appropriate item
category is set to the item). This determination means that
the candidate word can be associated not only with the major
category [1] but also with the minor category [1]. Thus, the
second determination unit 34 ends the processing for the
candidate word without recognizing the candidate word as
the definitive category word.

A calculation example of the overlap degree is as follows.
For example, it is assumed that a candidate word is CW, and
the candidate word CW and other noun sequences w1 and
w2 are included in the group A, and the candidate word CW
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and other noun sequences wl, w2, w3, w4, w5, w6, w7, w8
and w9 are included in the group B. In this case, IAI=3.
Because all of the words CW, w1 and w2 that are included
in the group A are also present in the group B, (ANB)=3.
Accordingly, the overlap degree D in this case is 3/3=1.0. If
the threshold THf is 0.7, D=THI, and therefore the second
determination unit 34 determines that the items correspond-
ing to the group A should belong to the major category and
maintains the candidate word CW.

On the other hand, it is assumed that the candidate word
CW and other noun sequences wl and w10 are included in
the group A, and the candidate word CW and other noun
sequences wl, w2, w3, w4, w5, w6, w7, w8 and w9 are
included in the group B. In this case also, |A|=3. Because the
number of words included in both of the groups A and B is
two (CW and wl), (ANB)=2. Accordingly, the overlap
degree D in this case is %3=0.66. If the threshold THf is 0.7,
D<TH{, and therefore the second determination unit 34
determines that the items corresponding to the group A
should belong to the minor category as they are and the
candidate word CW is not the definitive category word.

The second determination unit 34 makes determination
based on the overlap degree D for each item in each minor
category [1] and, if the category word can be maintained to
the end, the second determination unit 34 then makes
determination about the degree of overlap of noun sequences
for the second hierarchical level of the major category. It is
assumed in this example that the major category [2] corre-
sponding to the candidate word is “Sake, Shochu>Sake”,
and there are “Sake, Shochu>Shochu”, “Sake,
Shochu>Plum Wine” and “Sake, Shochu>Others” as the
minor category [2] for that word.

In this case, just like the processing in the first hierarchical
level, the second determination unit 34 calculates the degree
of overlap (overlap degree) of noun sequences included in
item names that are used between the major category [2] and
the minor category [2]: D=(ANB)/IAl. In this case, the
variable A is a group of noun sequences extracted from the
item name of one item which belongs to the minor category
[2] and in which the candidate word is included in the item
name. The variable B is a group of noun sequences extracted
from the item names of all items which belong to the major
category [2] and in which the candidate word is included in
the item name.

The second determination unit 34 makes determination
based on the overlap degree D and the threshold THE for
each item in each minor category [2]. Then, if the category
word can be maintained to the end, the second determination
unit 34 makes determination about the degree of overlap of
noun sequences for the third hierarchical level of the major
category.

On the other hand, when the item with D<THf is found in
the course of the determination in the second hierarchical
level, the second determination unit 34 cannot recognize the
candidate word as the definitive category word in consider-
ation of the second or lower hierarchical level. However,
because the major category [1] can be uniquely specified
from the candidate word in the first hierarchical level, the
second determination unit 34 recognizes the candidate word
as the definitive category word and outputs a pair of the
definitive category word and the major category [1] to the
registration unit 14. In this case, the second determination
unit 34 recognizes the definitive category word that can
uniquely derive the category (high or intermediate level
category) in the middle of reaching the leaf category.

As described above, the minor category includes the one
that is noise and should be changed to the major category
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and the one that is not noise and should not be changed to
the major category, and the second determination unit 34
determines which case the minor category being processed
corresponds to for each item. The second determination unit
34 performs the above processing repeatedly until reaching
the item category (leaf category) in the lowest level in some
cases and thereby determines whether the candidate word
can be treated as the definitive category word. The process-
ing of the second determination unit 34 can be summarized
as follows.

If the overlap degree is high between a group of noun
sequences of all items included in the major category
[N] and a group of noun sequences of the respective
items in each minor category [N], the second determi-
nation unit 34 performs processing in the major cat-
egory [N+1]. However, if the N-th hierarchical level is
the leaf category in this case, the second determination
unit 34 recognizes the candidate word as the definitive
category word for the leaf category.

If there is a minor category having a low overlap degree
of noun sequences with the major category in the N-th
hierarchical level, the second determination unit 34
recognizes the candidate word as the definitive cat-
egory word for the major category [N-1]. However, if
N=1 in this case, the second determination unit 34
rejects the candidate word. Alternatively, if N=1, the
second determination unit 34 may register the candi-
date word in the unnecessary words dictionary.

The operation of the dictionary generation server 30 is
described, and further, a dictionary generation method
according to this embodiment is described hereinafter with
reference to FIGS. 14 and 15. Note that, however, because
the processing in Steps S21 to S24 and S27 are the same as
Steps S11 to S14 and S17 in the first embodiment (FIG. 7),
only the processing in Steps S25 and S26, which are
different from the processing in the first embodiment, is
described below.

In the case where only one item category can be specified
for a noun sequence as a result of the filtering (“1” in Step
S24), the determination unit 13 recognizes the noun
sequence and the item category as the candidate word and
the major category, respectively (Step S25). In this case, the
determination of the definitive category word and the reg-
istration of the dictionary information are performed in
consideration also of the overlap degree of noun sequences
between the major category and the minor category (Step
S26).

The details of Step S26 are as shown in FIG. 15. First, the
second determination unit 34 specifies the minor category
[N] based on the item information corresponding to the
candidate word (Step S261). Note that the initial value of N
is 1. Then, the second determination unit 34 calculates the
overlap degree D=(AMB)/IAl between a group of noun
sequences of all items included in the major category [N]
and one item in one minor category [N] (Step S262) and if
the overlap degree is a specified threshold or more (YES in
Step S263), the candidate word is maintained as it is (Step
S264), and the processing of Steps S262 to S264 is executed
further on an item to be compared (cf. Step S265). In the
case where the candidate word can be maintained as a result
of performing processing on each item in each minor
category [N], the second determination unit 34 determines
whether the major category [N] is the leaf category (Step
S266).

When the major category [N] is not the leaf category (NO
in Step S266), the second determination unit 34 performs the
processing of Steps S261 to S265 described above in the
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next (N+1) hierarchical level (Step S267). When the major
category [N] is the leaf category (YES in Step S266), the
second determination unit 34 recognizes the candidate word
as the definitive category word (Step S268), and the regis-
tration unit 35 stores a pair of the definitive category word
and the major category [N] as dictionary information into
the dictionary database (Step S269).

In the case where the overlap degree is less than the
threshold (NO in Step S263), the processing is performed
according to the currently processed hierarchical level. To be
specific, when the overlap degree is determined in the
second or lower hierarchical level (YES in Step S270), the
second determination unit 34 recognizes the candidate word
as the definitive category word (Step S271), and the regis-
tration unit 35 stores a pair of the candidate word and the
major category [N-1] (which is the category in the imme-
diately higher hierarchical level) as dictionary information
into the dictionary database (Step S272). On the other hand,
when the overlap degree is determined in the first hierar-
chical level (NO in Step S270), the second determination
unit 34 ends the processing without generating the diction-
ary information.

Hereinafter, a dictionary generation program P2 that
causes a computer to function as the dictionary generation
server 30 is described with reference to FIG. 16.

The dictionary generation program P2 includes a main
module P20, an extraction module P21, a calculation module
P22, a first determination module P23, a second determina-
tion module P24, and a registration module P25.

The main module P20 is a part that exercises control over
the dictionary generation function. The functions imple-
mented by executing the extraction module P21, the calcu-
lation module P22, the first determination module P23, the
second determination module P24 and the registration mod-
ule P25 are equal to the functions of the extraction unit 31,
the calculation unit 32, the first determination unit 33, the
second determination unit 34 and the registration unit 35
described above, respectively.

The dictionary generation program P2 can be also dis-
tributed by various methods just like the dictionary genera-
tion program P1 described above.

In the above-described fourth embodiment, the same
advantages as in the first embodiment can be obtained. In
addition, in this embodiment, by determining whether the
major category can be associated with the definitive cat-
egory word by focusing on the overlap degree of words
between the major category and the minor category, it is
possible to further improve the accuracy of the dictionary
information. To be more specific, the item category to be
associated with the definitive category word is searched by
defining the major category in each hierarchical level
sequentially from the top of the category tree, the item
category can be accurately specified.

(Fifth Embodiment)

A fifth embodiment is described hereinafter with refer-
ence to FIG. 17. This embodiment adopts the technical idea
of the second embodiment to the fourth embodiment, and the
dictionary generation server 30 specifies the definitive cat-
egory word in consideration also of a shop or shop category.
Hereinafter, the same or similar matters as in the fourth
embodiment are not redundantly described, and matters
peculiar to this embodiment are particularly described.

In this embodiment, the dictionary database 23 (diction-
ary information) is configured in the same manner as that of
the second embodiment (FIG. 9) in consideration of the fact
that the same word can be associated with different item
categories depending to a shop or shop category.
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The function of the dictionary generation server 30 on the
assumption of the above dictionary database 23 is described
hereinafter. The function of the second determination unit
34, which is different from the one in the third embodiment,
is described below.

First, the second determination unit 34 reads the item
information in which item names include a candidate word
from the item database 22 and specifies the minor category.
Next, the second determination unit 34 determines the
degree of overlap of noun sequences between a group of
noun sequences of all items included in the major categories
and each item in each minor category for each hierarchical
level sequentially from the top (first hierarchical level) of the
category tree of the item category. When the overlap degree
D is equal to or more than a specified threshold THf (for
example, THf=0.7), the second determination unit 34 deter-
mines that the item belonging to the minor category [1]
should belong to the major category [1] rather than the minor
category [1] and maintains the candidate word as it is. Then,
the second determination unit 34 proceeds to the subsequent
processing for the major category [1]. This is the same as in
the third embodiment up to this point.

On the other hand, when the overlap degree D is less than
the specified threshold THf, the second determination unit
34 determines that the item should belong to the minor
category [1] and performs determination based on the over-
lap degree in the lower hierarchical level of the minor
category [1] in the same manner as the processing for the
major category.

The processing of the second determination unit 34 can be
summarized as follows.

If the overlap degree of noun sequences is high between

a group of noun sequences of all items included in the
major category [N] and a group of noun sequences of
each item in each minor category [N], the second
determination unit 34 performs processing in the major
category [N+1]. However, if the N-th hierarchical level
is the leaf category in this case, the second determina-
tion unit 34 recognizes the candidate word as the
definitive category word for the leaf category (which is
the same as in the fourth embodiment).

If there is a minor category having a low overlap degree
of noun sequences with the major category in the N-th
hierarchical level, the second determination unit 34
recognizes that the candidate word can be also the
definitive category word for any of the N-th or lower
hierarchical level in the minor category. Then, the
second determination unit 34 performs processing in
the (N+1)th hierarchical level for each of the major
category and the minor category.

The operation of the dictionary generation server 10 and

a dictionary generation method according to this embodi-
ment are described hereinafter with reference to FIG. 17.
This embodiment is different from the fourth embodiment in
the processing of Step S269 and the processing in the case
where the overlap degree is less than a threshold in Step
S263.

In Step S269, the second determination unit 34 acquires
the shop ID or shop category corresponding to the pair from
the item database 22 and/or the shop database 21 and
generates dictionary information, and stores the dictionary
information into the dictionary database 23.

In the case where the overlap degree is less than the
threshold (NO in Step S263), the second determination unit
34 performs determination based on the overlap degree in
the immediately lower hierarchical level for each of the
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major category [N] and the minor category [N], and the
registration unit 14 registers the dictionary information (Step
S280).

In the above-described fifth embodiment, the same advan-
tages as in the fourth embodiment can be obtained. Further,
in this embodiment, the dictionary information can be set in
consideration of the characteristics of shops.

(Sixth Embodiment)

A sixth embodiment is described hereinafter with refer-
ence to FIGS. 18 and 19. In this embodiment, the dictionary
generation server 30 accumulates the dictionary information
little by little by updating the item categories in the item
information to appropriate ones. Hereinafter, the same or
similar matters as in the fourth embodiment are not redun-
dantly described, and matters peculiar to this embodiment
are particularly described.

In this embodiment, the dictionary generation server 30
further includes an update unit 36. The update unit 36 is a
means of updating the item information in the item database
22 based on the generated dictionary information. The
update unit 36 performs the following processing for each of
one or more dictionary information generated this time.

First, the update unit 36 specifies the item information
where item names include the definitive category word
indicated by one dictionary information and the item cat-
egory is different from the one indicated by the dictionary
information in the item database 22. Next, the update unit 36
updates the item category in the specified item information
(which is the item category estimated as an error or noise)
to the item category indicated by the dictionary information
(which is the appropriate item category that should have
been registered). When the update processing is completed
for all of the currently generated dictionary information, a
series of processing steps that begin with the extraction unit
31 (the generation of the dictionary information and the
update of the item database) are repeated based on the
updated item database 22. In this manner, the function of the
update unit 36 is the same as the function of the update unit
15 in the third embodiment.

Each time the series of processing steps are performed,
the first determination unit 33 reduces the threshold THb
used in the above condition 2, which is the threshold for the
shop intensity. For example, the first determination unit 33
sets THb=1.0 in the processing in the first cycle and reduces
THb by a specified value each time after the second cycle
(for example, by 0.1 or 0.05 each time).

A dictionary generation program P1 that causes a com-
puter to function as the dictionary generation server 30
according to this embodiment is as shown in FIG. 19. In this
embodiment, the dictionary generation program P2 further
includes an update module P26. The function implemented
by executing the update module P26 is the same as the
function of the update unit 36 described above.

In the above-described sixth embodiment, the same
advantages as in the fourth embodiment can be obtained.
Further, in this embodiment, processing of updating the item
category in the item information to the appropriate one by
using the generated dictionary information, with gradually
reducing the threshold for the shop intensity (CMF/MF) is
repeated. In this manner, by repeating the processing of
generating the dictionary information and organizing the
item information sequentially from the most reliable defini-
tive category word, it is possible to further improve the
accuracy of the dictionary information.

The method of generating the dictionary information by
the repetitive processing using the item database 22 can be
equally applied also to the fifth embodiment. In this case, the
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update unit 36 specifies the item information where item
names include the definitive category word indicated by one
dictionary information, a shop ID corresponds to the shop ID
or shop category indicated by the dictionary information,
and the item category is different from the one indicated by
the dictionary information in the item database 22. Thus, the
update unit 36 refers to the shop database 21 according to
need in this specifying processing.

(Seventh Embodiment)

A seventh embodiment is described hereinafter with ref-
erence to FIGS. 20 and 22. In this embodiment, a dictionary
generation server 10A sets a noun sequence to any one of a
Type 1 definitive category word, a Type 2 definitive category
word, a reference word or an unnecessary word. Hereinafter,
the same or similar matters as in the first embodiment are not
redundantly described, and matters peculiar to this embodi-
ment are particularly described.

The Type 1 definitive category word is a word that
uniquely specifies one item category, which corresponds to
the “definitive category word” in the above-described first to
sixth embodiment. The Type 2 definitive category word is a
word with less definitiveness of an item category than the
Type 1 definitive category word. The reference word is a
word with less definitiveness of an item category than the
Type 2 definitive category word.

In the case of using the dictionary information generated
in this embodiment, the item category can be set as follows.
When a certain item is determined to belong to an item
category corresponding to the Type 1 definitive category
word, the item is definitely associated with the item cat-
egory, and the shop cannot change the association. When a
certain item is determined to belong to an item category
corresponding to the Type 2 definitive category word, the
shop can associate the item with another item category
different from the determined one with conditions (for
example, on condition of obtaining approval of the EC site
manager). When a certain item is determined to belong to an
item category corresponding to the reference word, the shop
can associate the item with another item category different
from the determined one without condition. As a matter of
course, each shop can associate an item with an item
category corresponding to the Type 2 definitive category
word or the reference word.

One word can be the Type 2 definitive category word in
a plurality of item categories in some cases, and one word
can be the reference word in a plurality of item categories in
other cases. Further, one word can be the Type 2 definitive
category word in a certain item category and can be the
reference word in another item category. However, in no
case, one Type 1 definitive category word serves as the Type
1 definitive category word, the Type 2 definitive category
word and the reference word in another item category. The
unnecessary word is a word to be excluded indicated by the
above condition 4, and in no case one unnecessary word
serves also as the Type 1 definitive category word, the Type
2 definitive category word or the reference word.

The hardware configuration of the dictionary generation
server 10A is the same as that in the first embodiment (cf.
FIG. 5). As shown in FIG. 20, teh dictionary generation
server 10A is different from the dictionary generation server
10 according to the first embodiment in that it includes a
determination unit 13A in place of the determination unit 13.

The determination unit 13A is a means of determining
which of the Type 1 definitive category word, the Type 2
definitive category word, the reference word and the unnec-
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essary word a noun sequence corresponds to based on
statistics for each item category specified by the calculation
unit 12.

In this embodiment, the determination unit 13A uses the
following conditions 1 and 2 in the first embodiment. The
first threshold THb and the second threshold THa can be set
to any value, as in the first embodiment. In this embodiment,
when a noun sequence satisfies the condition 1, the noun
sequence is defined to reach a peak in all. Further, when a
noun sequence satisfies the condition 2 in one certain item
category, the noun sequence is defined to reach a peak in the
item category.

(Condition 1) MF>THa

(Condition 2) CMF/MF>THb

The function and operation of the determination unit 13A
are described with reference to FIG. 21. As in the first
embodiment, after the processing in Steps S11 and S12, the
determination unit 13A performs processing for each noun
sequence.

The determination unit 13A determines whether one noun
sequence reaches a peak in one or more item categories
using the condition 2 (Step S31). When the noun sequence
reaches a peak in one item category only (“1” in Step S31),
the determination unit 13A determines that the noun
sequence is the Type 1 definitive category word in the item
category (Step S32). Then, the registration unit 14 generates
dictionary information by associating the noun sequence, the
item category and the type, and stores the dictionary infor-
mation into the dictionary database 23 (Step S32). Note that
the type is any one of the Type 1 definitive category word,
the Type 2 definitive category word, the reference word and
the unnecessary word.

When the noun sequence reaches a peak in a plurality of
item categories (“more than 1” in Step S31), the determi-
nation unit 13A determines the plurality of item categories
as peak categories and further determines whether the noun
sequence is a peak in the rest of categories excluding the
peak categories (Step S33). For this determination, the
determination unit 13A uses an additional condition
“MpF>Threshold THx”. MpF can be obtained by the fol-
lowing equation. THx (second threshold) can be defined by
an arbitrary rule.

MpF=MF—-(Total CMF of each peak category)

When the noun sequence is not a peak in the rest of
categories as a whole (that is, when MpF<THx) (NO in Step
S33), the determination unit 13 A sets the type based on the
number of item categories (which is also referred to here-
inafter as “peak category”) where the noun sequence is at its
peak and the shop intensity (CMF/MF) in each peak cat-
egory (Step S34). In this Step S34, the noun sequence is
classified as the Type 2 definitive category word or the
reference word. Then, the registration unit 14 generates the
dictionary information by associating the noun sequence, the
item category and the type, and stores the dictionary infor-
mation into the dictionary database 23 (Step S34).

A method of determining the type is not particularly
limited. For example, when the number of peak categories is
less than a threshold (for example, 3 or 5) and the shop
intensity in each peak category is the same, the determina-
tion unit 13A can determine that the noun sequence is the
Type 2 definitive category word in each peak category.
Further, when the number of peak categories is equal to or
more than the threshold and the shop intensity (CMF/MF) in
each peak category is the same, the determination unit 13A
can determine that the noun sequence is the reference word
in each peak category.
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Alternatively, the determination unit 13A can determine
that the noun sequence is the Type 2 definitive category
word in the peak category where the shop intensity (CMF/
MF) is the highest and determines that the noun sequence is
the reference word in the other peak categories.

Alternatively, the determination unit 13A further uses a
threshold THy (THy>THb) for distinguishing between the
Type 2 definitive category word and the reference word.
Then, when the shop intensity (CMF/MF) in a certain peak
category is higher than the threshold THy, the determination
unit 13A may determine that the noun sequence is the Type
2 definitive category word in the peak category, and when
the shop intensity is equal to or lower than the threshold
THy, the determination unit 13A may determine that the
noun sequence is the reference word in the peak category.

In the case where the noun sequence is a peak in the rest
of categories as a whole (i.e. MpF>THx) (YES in Step S33),
the determination unit 13A determines that the noun
sequence is the unnecessary word (Step S35). Then, the
registration unit 14 generates the dictionary information by
associating the noun sequence, the item category and the
type, and stores the dictionary information into the diction-
ary database 23 (Step S35).

In the case where the noun sequence does not reach a peak
in any item category (0 in Step S31), the determination unit
13 A determines whether the noun sequence is a peak in all
(Step S36). When the noun sequence is a peak in all (YES
in Step S36), the determination unit 13 A determines that the
noun sequence is the unnecessary word, and the registration
unit 14 stores the noun sequence as the unnecessary word
into the dictionary database 23 (Step S35). On the other
hand, when the noun sequence is not a peak in all (NO in
Step S36), the determination unit 13A excludes the noun
sequence from the generation of dictionary information
(Step S37).

The processing of Steps S31 to S37 by the determination
unit 13 A and the registration unit 14 is performed for all of
the noun sequences extracted from one item information (cf.
Step S38).

As described above, when a certain noun sequence is a
peak in a certain category only, the noun sequence is
registered as the Type 1 definitive category word, the Type
2 definitive category word or the reference word in that
category. On the other hand, when a certain noun sequence
is a peak in all item categories, the noun sequence is not
registered as the Type 1 definitive category word, the Type
2 definitive category word or the reference word in that
category.

The dictionary information that is stored in the dictionary
database 23 in this embodiment is information indicating in
which item category each word (noun sequence) is set as the
Type 1 definitive category word, the Type 2 definitive
category word, the reference word or the unnecessary word.
FIG. 22 shows an example of the dictionary information.

In the seventh embodiment also, the same advantages as
in the first embodiment can be obtained. In addition, because
a noun sequence can be classified into four types: the Type
1 and Type 2 definitive category words, the reference word
and the unnecessary word, in this embodiment, it is possible
to generate more detailed dictionary information.

In this embodiment, the unnecessary words may be stored
in an unnecessary words dictionary, separately from the
dictionary database 23. Further, the registration of the
unnecessary words can be omitted and, in this case, the
processing in the above Steps S33, S35 and S36 is omitted.

Embodiments of the present invention are described in
detail above. However, the present invention is not limited
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to the above-described embodiments. Various changes and
modifications may be made to the present invention without
departing from the scope of the invention.

In order to accommodate notational variants of words
(which means that there are variations in notation for one
word), a database (notation dictionary) that stores informa-
tion about notational variants may be used. For example, the
English word “interface” is written in Japanese as “intafe-
su”, “inta-feisu” and the like, which are notational variants.
In light of this, the extraction unit, the calculation unit and
the (first and second) determination unit may perform pro-
cessing after accommodating notational variants of noun
sequences by reference to the notation dictionary. Further,
the registration unit may register the dictionary information
that contains not only the noun sequences recognized as the
definitive category words but also notational variants of
those noun sequences into the dictionary database 23. The
notational variants can be thereby accommodated.

Although the noun sequence that is not recognized as the
definitive category word is rejected in the first and fourth
embodiments, the registration unit 14 may register a plural-
ity of item categories corresponding to the noun sequence as
recommended categories into another database (recommen-
dation dictionary) different from the definitive category
words dictionary. In this case, the recommendation infor-
mation is information in which the noun sequence and the
item categories are associated, and a plurality of records are
generated for one noun sequence. With such recommenda-
tion information, it is possible to increase the choice of the
item categories. For example, by presenting the recommen-
dation dictionary when an item is registered at a shop, it is
possible to save the shop time and trouble to select an item
category.

Although the dictionary generation server is separated
from the EC server in each of the above-described embodi-
ments, those two servers may be combined together.

From the above description, the present invention can be
defined as the following notes.

A dictionary generation device comprising:

an extraction unit configured to extract a noun or a
sequence of nouns as a noun sequence from an item name of
item information read from an item database, the item
information containing the item name, an item category and
a shop selling the item;

a calculation unit configured to specify one or more item
categories indicated by item information where the noun
sequence is included in the item name by reference to the
item database, and calculate the number of shops by which
the item category has been indicated for each of the specified
item categories;

a determination unit configured to calculate a shop inten-
sity for each of the specified item categories based on the
number of shops, determine whether one item category
uniquely derived from the noun sequence exists based on the
shop intensity for each item category, and determine the
noun sequence as a definitive category word when the one
item category exists; and

a registration unit configured to store dictionary informa-
tion where the definitive category word and the uniquely
derived item category are associated with each other into a
dictionary database.

The dictionary generation device according to Note 1,
wherein

the calculation unit calculates the number of appearances
of the noun sequence for each of the specified item catego-
ries, and
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the determination unit calculates a noun sequence inten-
sity for each of the specified item categories based on the
number of appearances, and determines whether one item
category uniquely derived from the noun sequence exists
based on the shop intensity and the noun sequence intensity
for each item category.

The dictionary generation device according to Note 1,
wherein

the calculation unit calculates the number of items cor-
responding to each of the specified item categories, and

the determination unit calculates an item intensity for
each of the specified item categories based on the number of
items, and determines whether one item category uniquely
derived from the noun sequence exists based on the shop
intensity and the item intensity for each item category.

The dictionary generation device according to any one of
Notes 1 to 3, wherein

the calculation unit calculates a total number of shops
having registered item information where the item name
includes the noun sequence, and

when the total number of shops is equal to or less than a
specified threshold, the determination unit does not deter-
mine the noun sequence as the definitive category word.

The dictionary generation device according to any one of
Notes 1 to 4, wherein

the determination unit refers to an unnecessary words
dictionary that stores unnecessary words, and when the noun
sequence coincides with the unnecessary word, does not
determine the noun sequence as the definitive category
word.

The dictionary generation device according to any one of
Notes 1 to 5, wherein

the determination unit specifies an item category with the
highest shop intensity as a major category and specifies an
item category with a lower shop intensity than the major
category as a minor category, calculates an overlap degree of
words between item names of the minor category and item
names of the major category, and when the overlap degree
is equal to or higher than a specified threshold, determines
that the major category is the item category uniquely derived
from the noun sequence.

The dictionary generation device according to Note 6,
wherein

when the overlap degree is equal to or higher than the
specified threshold in N-th hierarchical level of the major
category and the minor category, the determination unit
determines that the N-th hierarchical level of the major
category is uniquely derived from the noun sequence, and
then repeats the specification of the major category and the
minor category, the calculation of the overlap degree and the
determination based on the overlap degree in (N+1)th hier-
archical level of the major category, where N is 1 or more.

The dictionary generation device according to any one of
Notes 1 to 7, further comprising:

an update unit configured to update an item category in
the item information where an item name includes the
definitive category word indicated by the dictionary infor-
mation to an item category indicated by the dictionary
information, wherein

after the item information is updated by the update unit,
processing by the extraction unit, the calculation unit, the
determination unit, the registration unit and the update unit
is performed repeatedly, and

the determination unit determines whether one item cat-
egory uniquely derived from the noun sequence exists based
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on the shop intensity by setting a threshold for the shop
intensity to be lower than a value used in the previous
determination.

The dictionary generation device according to any one of
Notes 1 to 8, wherein

the extraction unit extracts the noun sequence from the
item name by morphological analysis.

The dictionary generation device according to any one of
Notes 1 to 8, wherein

the extraction unit extracts the noun sequence from the
item name by reference to a rule dictionary that stores a
description rule of item names indicating an extraction range
of the noun sequence.

The dictionary generation device according to any one of
Notes 1 to 8, wherein

the extraction unit extracts words different from unnec-
essary words from the item name by reference to an unnec-
essary words dictionary that stores unnecessary words, and
extracts the noun sequence from the extracted words.

The dictionary generation device according to any one of
Notes 1 to 11, wherein

the registration unit stores recommendation information
where the noun sequence and an item category different
from the uniquely derived item category among the specified
item categories are associated with each other into another
dictionary database.

The dictionary generation device according to any one of
Notes 1 to 12, wherein

the determination unit determines whether one item cat-
egory uniquely derived from a pair of the noun sequence and
a shop or a shop category exists based on the shop intensity
for each item category, and determines the noun sequence as
the definitive category word when the one item category
exists, and

the registration unit stores dictionary information where
the definitive category word, the shop or the shop category
and the uniquely derived item category are associated with
one another into the dictionary database.

The dictionary generation device according to any one of
Notes 1 to 13, wherein

the extraction unit extracts the noun sequence from the
item name by reference to a notation dictionary that stores
information about notational variants.

The dictionary generation device according to any one of
Notes 1 to 14, wherein

the registration unit extracts a word corresponding to the
definitive category word by reference to a notation diction-
ary that stores information about notational variants, and
stores dictionary information where the definitive category
word, the corresponding word and the uniquely derived item
category are associated with one another into the dictionary
database.

The dictionary generation device according to Note 1,
wherein

when there is only one item category where the shop
intensity is higher than a first threshold, the determination
unit determines that one item category uniquely derived
from the noun sequence exists and determines the noun
sequence as a Type 1 definitive category word of the item
category,

when there are a plurality of item categories where the
shop intensity is higher than the first threshold, the deter-
mination unit determines the noun sequence as a Type 2
definitive category word with less definitiveness of the item
category than the Type 1 definitive category word or a
reference word with less definitiveness of the item category
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than the Type 2 definitive category word for each of the
plurality of item categories, and

the registration unit stores dictionary information where
the Type 1 definitive category word, the Type 2 definitive
category word or the reference word and the item category
are associated with each other into the dictionary database.

The dictionary generation device according to Note 16,
wherein

when the number of item categories where the shop
intensity is higher than the first threshold is not 1, the
determination unit determines whether the number of reg-
istration shops of the noun sequence in remaining categories
excluding the item category is larger than a second thresh-
old, and

when the number of registration shops is larger than the
second threshold, the determination unit determines the
noun sequence as an unnecessary word, and

the registration unit stores the unnecessary word into a
specified database.

A dictionary generation method performed by a dictionary
generation device, the method comprising:

an extraction step of extracting a noun or a sequence of
nouns as a noun sequence from an item name of item
information read from an item database, the item informa-
tion containing the item name, an item category and a shop
selling the item;

a calculation step of specifying one or more item catego-
ries indicated by item information where the noun sequence
is included in the item name by reference to the item
database, and calculating the number of shops by which the
item category has been indicated for each of the specified
item categories;

a determination step of calculating a shop intensity for
each of the specified item categories based on the number of
shops, determining whether one item category uniquely
derived from the noun sequence exists based on the shop
intensity for each item category, and determining the noun
sequence as a definitive category word when the one item
category exists; and

a registration step of storing dictionary information where
the definitive category word and the uniquely derived item
category are associated with each other into a dictionary
database.

A dictionary generation program causing a computer to
implement:

an extraction unit configured to extract a noun or a
sequence of nouns as a noun sequence from an item name of
item information read from an item database, the item
information containing the item name, an item category and
a shop selling the item;

a calculation unit configured to specify one or more item
categories indicated by item information where the noun
sequence is included in the item name by reference to the
item database, and calculate the number of shops by which
the item category has been indicated for each of the specified
item categories;

a determination unit configured to calculate a shop inten-
sity for each of the specified item categories based on the
number of shops, determine whether one item category
uniquely derived from the noun sequence exists based on the
shop intensity for each item category, and determine the
noun sequence as a definitive category word when the one
item category exists; and

a registration unit configured to store dictionary informa-
tion where the definitive category word and the uniquely
derived item category are associated with each other into a
dictionary database.
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A computer-readable recording medium storing a diction-
ary generation program causing a computer to implement:

an extraction unit configured to extract a noun or a
sequence of nouns as a noun sequence from an item name of
item information read from an item database, the item
information containing the item name, an item category and
a shop selling the item;

a calculation unit configured to specify one or more item
categories indicated by item information where the noun
sequence is included in the item name by reference to the
item database, and calculate the number of shops by which
the item category has been indicated for each of the specified
item categories;

a determination unit configured to calculate a shop inten-
sity for each of the specified item categories based on the
number of shops, determine whether one item category
uniquely derived from the noun sequence exists based on the
shop intensity for each item category, and determine the
noun sequence as a definitive category word when the one
item category exists; and

a registration unit configured to store dictionary informa-
tion where the definitive category word and the uniquely
derived item category are associated with each other into a
dictionary database.

REFERENCE SIGNS LIST

10,10A . . . dictionary generation server, 11 . . . extraction
unit, 12 . . . calculation unit, 13,13A . . . determination unit,
14 . .. registration unit, 15 . . . update unit, 20 . . . databases,
21 ... shop database, 22 . . . item database, 23 . . . dictionary
database, 30 . . . dictionary generation server, 31 . . .
extraction unit, 32 . . . calculation unit, 33 . . . first
determination unit, 34 . . . second determination unit,
35 ... registration unit, 36 . . . update unit, 90 . . . EC server,
P1... dictionary generation program, P10 . . . main module,

P11 . . . extraction module, P12 . . . calculation module,
P13 ... determination module, P14 . . . registration module,
P15 . . . update module, P2 . . . dictionary generation
program, P20 . . . main module, P21 . . . extraction module,

P22 . .. calculation module, P23 . . . determination module,
P24 ... determination module, P25 . . . registration module,
P26 . . . update module, Ts . . . shop terminal, Tu . . . user
terminal

The invention claimed is:

1. A dictionary generation device comprising:

a determination unit configured to (A) refer to an item
database that stores a plurality of records containing an
item name and/or item description including a noun, a
noun phrase or a noun sequence being a sequence of
nouns or noun phrases, an item category, and a shop
selling the item as fields and determine whether the
noun sequence included in the item name and/or item
description of each record is set corresponding to the
item category, (B) count the number of selling shops in
a record containing the noun sequence set correspond-
ing to the item category for each item category and
calculate a shop intensity of each noun sequence set
corresponding to the item category based on the
counted number of selling shops, (C) determine
whether one item category uniquely derived from the
noun sequence exists based on the shop intensity for
each item category, and (D) determine the noun
sequence as a definitive category word when the one
item category exists; and

a registration unit configured to store dictionary informa-
tion where the definitive category word and the
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uniquely derived item category are associated with
each other into a dictionary database.
2. The dictionary generation device according to claim 1,
wherein
the determination unit calculates the number of appear-
ances of the noun sequence for each item category,
calculates a noun sequence intensity for each item
category based on the number of appearances, and
determines whether one item category uniquely derived
from the noun sequence exists based on the shop
intensity and the noun sequence intensity for each item
category.
3. The dictionary generation device according to claim 1,
wherein
the determination unit calculates the number of items
corresponding to each item category, calculates an item
intensity for each item category based on the number of
items, and determines whether one item category
uniquely derived from the noun sequence exists based
on the shop intensity and the item intensity for each
item category.
4. The dictionary generation device according to claim 1,
wherein
the determination unit calculates a total number of shops
having registered item information where the item
name includes the noun sequence, and when the total
number of shops is equal to or less than a specified
threshold, does not determine the noun sequence as the
definitive category word.
5. The dictionary generation device according to claim 1,
wherein
the determination unit refers to an unnecessary words
dictionary that stores unnecessary words, and when the
noun sequence coincides with the unnecessary word,
does not determine the noun sequence as the definitive
category word.
6. The dictionary generation device according to claim 1,
wherein
the determination unit specifies an item category with the
highest shop intensity as a major category and specifies
an item category with a lower shop intensity than the
major category as a minor category, calculates an
overlap degree of words between item names of the
minor category and item names of the major category,
and when the overlap degree is equal to or higher than
a specified threshold, determines that the major cat-
egory is the item category uniquely derived from the
noun sequence.
7. The dictionary generation device according to claim 6,
wherein
when the overlap degree is equal to or higher than the
specified threshold in N-th hierarchical level of the
major category and the minor category, the determina-
tion unit determines that the N-th hierarchical level of
the major category is uniquely derived from the noun
sequence, and then repeats the specification of the
major category and the minor category, the calculation
of the overlap degree and the determination based on
the overlap degree in (N+1)th hierarchical level of the
major category, where N is 1 or more.
8. The dictionary generation device according to claim 1,
further comprising:
an update unit configured to update an item category in
the item information where an item name includes the
definitive category word indicated by the dictionary
information to an item category indicated by the dic-
tionary information, wherein
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after the item information is updated by the update unit,
processing by the determination unit, the registration
unit and the update unit is performed repeatedly, and
the determination unit determines whether one item cat-
egory uniquely derived from the noun sequence exists
based on the shop intensity by setting a threshold for
the shop intensity to be lower than a value used in the
previous determination.
9. The dictionary generation device according to claim 1,
wherein
the determination unit extracts the noun sequence from
the item name by morphological analysis.
10. The dictionary generation device according to claim 1,
wherein
the determination unit extracts the noun sequence from
the item name by reference to a rule dictionary that
stores a description rule of item names indicating an
extraction range of the noun sequence.
11. The dictionary generation device according to claim 1,
wherein
the determination unit extracts words different from
unnecessary words from the item name by reference to
an unnecessary words dictionary that stores unneces-
sary words, and extracts the noun sequence from the
extracted words.
12. The dictionary generation device according to claim 1,
wherein
the registration unit stores recommendation information
where the noun sequence and an item category different
from the uniquely derived item category among the
item categories are associated with each other into
another dictionary database.
13. The dictionary generation device according to claim 1,
wherein
the determination unit determines whether one item cat-
egory uniquely derived from a pair of the noun
sequence and a shop or a shop category exists based on
the shop intensity for each item category, and deter-
mines the noun sequence as the definitive category
word when the one item category exists, and
the registration unit stores dictionary information where
the definitive category word, the shop or the shop
category and the uniquely derived item category are
associated with one another into the dictionary data-
base.
14. The dictionary generation device according to claim 1,
wherein
the determination unit extracts the noun sequence from
the item name by reference to a notation dictionary that
stores information about notational variants.
15. The dictionary generation device according to claim 1,
wherein
the registration unit extracts a word corresponding to the
definitive category word by reference to a notation
dictionary that stores information about notational vari-
ants, and stores dictionary information where the
definitive category word, the corresponding word and
the uniquely derived item category are associated with
one another into the dictionary database.
16. The dictionary generation device according to claim 1,
wherein
when there is only one item category where the shop
intensity is higher than a first threshold, the determi-
nation unit determines that one item category uniquely
derived from the noun sequence exists and determines
the noun sequence as a Type 1 definitive category word
of the item category,
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when there are a plurality of item categories where the
shop intensity is higher than the first threshold, the
determination unit determines the noun sequence as a
Type 2 definitive category word with less definitiveness
of the item category than the Type 1 definitive category
word or a reference word with less definitiveness of the
item category than the Type 2 definitive category word
for each of the plurality of item categories, and

the registration unit stores dictionary information where
the Type 1 definitive category word, the Type 2 defini-
tive category word or the reference word and the item
category are associated with each other into the dic-
tionary database.

17. The dictionary generation device according to claim

16, wherein

when the number of item categories where the shop
intensity is higher than the first threshold is not 1, the
determination unit determines whether the number of
registration shops of the noun sequence in remaining
categories excluding the item category is larger than a
second threshold, and

when the number of registration shops is larger than the
second threshold, the determination unit determines the
noun sequence as an unnecessary word, and

the registration unit stores the unnecessary word into a
specified database.

18. A dictionary generation method performed by a dic-

tionary generation device, the method comprising:

a determination step of (A) referring to an item database
that stores a plurality of records containing an item
name and/or item description including a noun, a noun
phrase or a noun sequence being a sequence of nouns
or noun phrases, an item category, and a shop selling
the item as fields and determining whether the noun
sequence included in the item name and/or item
description of each record is set corresponding to the
item category, (B) counting the number of selling shops
in a record containing the noun sequence set corre-
sponding to the item category for each item category
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and calculating a shop intensity of each noun sequence
set corresponding to the item category based on the
counted number of selling shops, (C) determining
whether one item category uniquely derived from the
noun sequence exists based on the shop intensity for
each item category, and (D) determining the noun
sequence as a definitive category word when the one
item category exists; and

a registration step of storing dictionary information where

the definitive category word and the uniquely derived
item category are associated with each other into a
dictionary database.

19. A non-transitory computer-readable recording
medium storing a dictionary generation program causing a
computer to implement:

a determination unit configured to (A) refer to an item

database that stores a plurality of records containing an
item name and/or item description including a noun, a
noun phrase or a noun sequence being a sequence of
nouns or noun phrases, an item category, and a shop
selling the item as fields and determine whether the
noun sequence included in the item name and/or item
description of each record is set corresponding to the
item category, (B) count the number of selling shops in
a record containing the noun sequence set correspond-
ing to the item category for each item category and
calculate a shop intensity of each noun sequence set
corresponding to the item category based on the
counted number of selling shops, (C) determine
whether one item category uniquely derived from the
noun sequence exists based on the shop intensity for
each item category, and (D) determine the noun
sequence as a definitive category word when the one
item category exists; and

a registration unit configured to store dictionary informa-

tion where the definitive category word and the
uniquely derived item category are associated with
each other into a dictionary database.
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